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Abstract

Emotions and worries can reduce individuals’ available attention and affect economic decisions.
In a four-week experiment with 2,384 US adults, offering free access to a popular mindfulness
meditation app that costs $13 per month improves mental health, productivity, and decision-
making. First, it causes a 0.44 standard deviation reduction in symptoms of stress, anxiety, and
depression, comparable to the impacts of more expensive in-person therapy, with improvements
even among participants with minimal or mild symptoms at baseline. Second, it increases
earnings on a proofreading task by 1.9 percent. Third, it modifies the effects of emotion on
decision making, and may reduce the interference of personal worries on choices over risky
prospects.
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1 Introduction

Research in behavioral economics has shown that individuals regularly make mistakes and incon-
sistent choices that may reduce welfare. Such departures from rationality often arise from emotions
interfering with their judgement and to competing demands on their limited attention (Johnson and
Tversky, 1983; Loewenstein, 2000; Loewenstein et al., 2001; Lerner et al., 2004; Callen et al., 2014;
Gabaix, 2019). Distractions and worries can also affect performance on attention-demanding tasks
and reduce productivity (Banerjee and Mullainathan, 2008; Kaur et al., 2021; Duquennois, 2021).
As stress and poor mental health are rising, with about one in two American adults reporting being
very stressed in any two weeks (American Psychological Association, 2020), so is the demand from
the general public, firms, and organizations for tools to reduce the burden of worries on well-being,
attention, productivity, and decision-making.

Mindfulness meditation apps are one such popular tool, with hundreds of millions of downloads
and billions of dollars in valuation. They are based on a secular set of techniques that train users
to “pay attention in a certain way, on purpose and non-judgmentally, to the present experience”
(Kabat-Zinn, 2003). When professionally administered in clinical settings, these techniques are
effective treatments for depression and anxiety (Goldberg et al., 2021). Evidence from neuroimaging
and self-reports also suggest that mindfulness and improves the regulation of emotions (Guendelman
et al., 2017). Many meditators cite general wellness as a reason for their practice, but also often
intend to improve their energy, memory, and concentration (Cramer et al., 2016), and several large
firms promote mindfulness among their employees (e.g., Google, Nike, McKinsey).

However, high-quality evidence on the longer-term impacts of these apps on mental health, pro-
ductivity, and decision-making with the general public remains scarce. The existing literature pro-
vides promising evidence from a combination of correlations, small-scale experiments, and analyses
of immediate effects from one-time mindfulness training.1 This paper studies the effects of a leading
mindfulness meditation app (Headspace) on mental health, productivity, and decision-making by
conducting a pre-registered RCT with 2,384 US adults interested in meditation, recruited via social
media ads. In the four-week experiment, the first group receives free access to a premium version of
the app (worth $13); a second group receives, in addition, a $10 incentive to use the app at least four
or ten separate days during the first two weeks; and a third group serves as a waitlist control group.2

We assess impacts on stress, anxiety, and depression over time, with validated questionnaires at
1A recent meta-analysis notes that the majority of existing randomized control trials (RCTs) of online mindfulness

interventions suffer from attrition issues and small sample sizes (Sommers-Spijkerman et al., 2021). The RCTs with
larger samples (e.g., Mak et al., 2018) typically evaluate “mobile health” versions of structured therapies, an approach
that is less flexible than the unstructured meditation app we evaluate. Experiments evaluating popular apps typically
have limited statistical power (e.g., Flett et al., 2019). A separate meta-analysis of workplace mindfulness programs
concludes that these programs improve employee mental health and have ambiguous effects on productivity (Vonderlin
et al., 2020). Some experiments test the effects of mindfulness meditation on decision-making outcomes such as
information avoidance (Ash et al., 2021), altruism (Iwamoto et al., 2020), intertemporal choice and choice under risk
(Alem et al., 2021), or sunk-cost bias (Hafenbrack et al., 2014). These studies report suggestive effects but, with the
exception of Iwamoto et al. (2020), have limited statistical power to detect moderately sized effects.

2Half of the control is further randomized to receive an unconditional cash transfer of $15, that is, more than the
price of one month of access to the app. This transfer has no effect on mental health or other outcomes.
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six different stages of the experiment. After two weeks, participants complete a set of incentivized
economic decisions and effort tasks where attention and emotional regulation play a central role.

Detailed administrative usage data demonstrate high engagement for the first two weeks after
people receive access to the app. Of the participants who receive access without additional incentives,
80.3 percent try meditating with it at least once and use it an average of 11 times for a total of 95
minutes during the first 16 days.3 Incentives successfully increase usage while they last: they make
participants 8.8 percentage points more likely to try the app and use it 4 more times and 48 more
minutes during the same period. During the first two weeks, 49.3 percent use the app at least once
every three days, but usage markedly decreases over time: between the fourth and the eight week
after receiving the app, only 9.5 percent use it every three days, and incentives have no lasting effect
as they appear to do in other studies of wellness habits such as hand washing or gym attendance
(Hussam et al., 2019; Charness and Gneezy, 2009; Acland and Levy, 2015).4

Our first main finding is that offering access to the app without incentives leads to meaningful
improvements in mental health, as measured by a 0.37 standard deviation (SD) reduction in an
index of depression, anxiety, and stress compared to the control group after two weeks (p < 0.001).5

App usage declines after three weeks, but the treatment effects persist at four weeks (0.44 SDs),
corresponding to a 11 to 13 percentage point reduction in the fraction of participants with moderate
symptoms of anxiety and depression relative to the control group rate of 26 to 29 percent. Effects are
smaller but still significant (0.31 SDs) even among participants with only mild or minimal symptoms
at baseline. They are also persistent. Three to four months after intervention, well after Waitlist
participants received app access, the initial treatment group still reports lower anxiety than the initial
Waitlist (0.22 SDs). The reduction in treatment effect is commensurate with uptake of the app by
waitlisted participants, suggesting that the main force is the control group “catching up” rather
than the treatment group “backsliding”. While these effect sizes are smaller than the estimated
effects of cognitive behavioral therapy, in-person mindfulness therapies, and pharmacotherapy on
depression in meta-analyses that correct for publication bias (roughly 0.5 SDs, per Cuijpers et al.,
2013; Goldberg et al., 2021), they are remarkably large given the low cost of the app and suggest
that it is highly cost-effective.6

Second, participants who received access to the meditation app earn an average of 1.9 percent
more in a proofreading task, a 0.13 SD increase (p < 0.01). In this task we pay participants to

3Most participants receive the license on a Saturday and incentives for usage during the next two weeks.
4Mindfulness meditation is different from other health behaviors in that one can learn meditation skills quickly

and apply them without keeping using an app, and they can, more generally, learn skills of emotional awareness and
regulation that can be impactful beyond the time spent learning them through meditation.

5This improvement occurs incrementally over the course of two weeks, suggesting the overall effects on mental
health are unlikely to be driven by reciprocity toward the experimenter or experimenter demand effects. We discuss
demand effects in Section 4.5.

6A limiting factor in interpreting such comparisons is that the RCTs of in-person psychotherapy often include a
passive placebo intervention, which was not easily implementable in our remote field setting. Additionally, clinical
effects are often measured in the longer term than in our study. Finally, our study population is neither clinical nor
a patient population, and meta-analysis suggests that treatment effects are likely to be smaller for such groups with
more severe mental illness (Cuijpers et al., 2013).
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identify simple spelling and grammar errors in paragraphs of text with no time pressure,7 measuring
a dimension of productivity that is essential in many workplaces. However, we find no effect on
performance in a time-limited Stroop test measuring the cognitive ability to ignore visual distractions
(95% confidence interval: [−0.7, 1.3] percent change in earnings). One interpretation is that access
to the app specifically improves abilities to sustain effortful attention required by proofreading, but
not the more basic cognitive control tested by the Stroop task. A 1.9% improvement in this kind of
attention may seem economically modest; however, the intervention’s costs were also quite modest.8

In addition, participants in online experiments often show low elasticities of effort (DellaVigna and
Pope, 2018), limiting the effect size we would expect to observe. A low-cost modest improvement in
a widely applied skill like attention control may produce large cumulative effects across tasks and
time.

Our third main finding is that mindfulness meditation mitigates the interference of emotions
with decision making. An important cost of worries and emotions lies in their tendency to make
choices inconsistent (Johnson and Tversky, 1983; Loewenstein and Lerner, 2003; Raghunathan et
al., 2006; Slovic and Peters, 2006; Callen et al., 2014). We investigate the relationship between
mindfulness, emotion, and choice by randomizing some participants to engage with stressful thoughts
and then presenting all participants with incentivized decisions. One decision elicits an indifference
point between two lotteries, and the other elicits an indifference point between a lottery and a sure
payment. Comparing these indifference points allows us to calculate the certainty premium, which
quantifies how an individual’s risk aversion varies when choosing between stochastic versus certain
prospects. Past work shows that the certainty premium responds to stress-like emotion (Callen et
al., 2014), making it a useful metric for studying emotions and decision making.

In the Waitlist group, inducing stress reduces the certainty premium by 0.13 SD (p < 0.05),9

contrasting with Callen et al. (2014)’s finding that recalling violence increases the certainty premium.
This may reflect natural heterogeneity in risk preferences between our study populations and differing
lottery stakes between our experiments.10 However, our focus is not to document how risk-taking
reacts to emotions but rather test if it does and whether mindfulness mitigates such interference.
While stressful thoughts reduce the certainty premium in the Waitlist, they have a weak, positive
effect on the certainty premium in the App Access group (0.07 SD increase) that is distinct from its
effect on the Waitlist group (p < 0.05 for the difference). This comparison averages across additional
cross-randomization that Section 2.5 discusses in more detail, but put simply, gives evidence that
mindfulness reduces and potentially reverses the effects of stressful emotions on choice. To the extent

7Pay increases linearly in correctly identified errors and decreases by the same amount in words incorrectly flagged.
8A one-month subscription for the app costs $13, and the median participant in the treatment group spent 74

minutes using the app in the two weeks before the proofreading task.
9This is driven by an increase in risk aversion in choices between lotteries (0.15 SDs, p < 0.05). We find no effect

on risk aversion in choices between a lottery and a sure payment (0.03 SD increase, p > 0.5), which is qualitatively
consistent with Callen et al. (2014)’s finding that emotions affect choice under uncertainty but not certainty.

10In particular, Callen et al. (2014) study Afghan civilians. They note that certainty premia vary by educational
attainment in their sample, where the average participant completed roughly 10 years of school. By contrast, roughly
80% of our sample of U.S. adults have earned a Bachelor’s degree. In addition, our lottery stakes range from $0 to
$30, while theirs are higher, ranging from one to three days’ wages.
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that these emotions are not a part of true or long-run preferences, reducing emotional interference
is welfare enhancing (Bernheim and Rangel, 2009). Regardless of the normative implications, we
believe this is the first piece of revealed-behavior evidence that meditation affects the interference
of emotions with decisions.

In contrast with the positive medium-term impacts of access to the app, we find evidence that
a mindfulness meditation session can have short-lived adverse effects in decisions and productivity
when negative emotions are involved. To study the immediate effects of a meditation session, we
incentivize a subset of the participants who received access to the app to complete a meditation
session immediately before the effort and decision-making tasks.11 This prompt to meditate reduces
earnings on the proofreading task when participants are first asked to describe worrying memories,
but not otherwise. It also increases participants’ unpleasant information avoidance and small prob-
ability loss aversion. None of these effects are present in the group that had access to the app but
no incentivize to meditate right before the tasks, demonstrating that experiments studying only
the immediate effects of mindfulness meditation are insufficient to conclude about the longer-term,
sustained effects of the practice. These findings may also caution organizations against encouraging
meditation sessions as a default before important decision-making events.

We leverage this rich set of results to propose a simple framework for modeling mindfulness med-
itation with economic primitives in the style of Gabaix (2019). An agent must rationally allocate her
attention between a payoff-relevant variable and an irrelevant emotion.12 The emotion distorts the
agent’s utility function and shifts her rational attention allocation away from the relevant dimensions
of the task at hand. We model mindfulness meditation as temporarily overriding this process, allo-
cating all of the agent’s attention to her mental state, which helps her realize that emotions do not
bear consequences on the outcomes of many situations. In the long run, this sophistication reduces
the interference of unrelated emotions with decisions and increases attention available for the task
at hand, in line with our main findings. During or immediately after meditating, however, the agent
is more attentive to her emotions and is therefore distracted from the task at hand. Consistent
with our results for the short-term effects of a meditation session, the agent is also more likely to
avoid making decisions that could result in negative emotions, such as seeking potentially unpleasant
information.

In studying the economic implications of online mindfulness meditation, this paper investigates
11One concern is that this treatment causes other differences in the survey-taking experience, such as participants

postponing the survey when they learn that they should complete a meditation session before it. To limit such effects,
we told all participants to plan for up to an hour of time (much longer than actually needed) to be able to take this
survey in one sitting in a quiet environment. When we announced incentives for a meditation session, we made it clear
that the bonus would only be granted if the session was completed within 30 minutes of seeing the announcement.

12We do not assert that all emotions should be ignored, as they are often meaningful signals (e.g. a “gut feeling” as a
summary of information). Our framework specifically considers emotions that alter a decision-maker’s understanding
of the consequences of their decision (a “characterization failure" in the words of Bernheim and Taubinsky (2018)).
We find it reasonable to assert that some agents may “prefer” to make some choices without the influence of certain
emotions, especially when the emotions are disconnected from the choice at hand. For instance, a CEO may want to
make her management decisions independently of potentially stressful family issues. If this assumption seem strong,
our framework can also be interpreted descriptively as capturing agents who “choose” to exclude emotions from their
preferences (Bernheim et al., 2021), with no normative consequence.

5



a number of relevant hypotheses. We take steps to mitigate concerns about spurious findings arising
from multiple testing. First, we adhere closely to our pre-analysis plan and describe minor deviations
from it in Section B.1. This includes reporting results of our main analyses, regardless of whether
treatment effects are large (e.g., on mental health) or small (e.g., of incentives on long-run usage),
and statistically significant (e.g., on proofreading) or insignificant (e.g., on the Stroop test). Second,
we explicitly correct p-values for multiple testing in Section B.6 and find that our main claims stand
up to stricter statistical scrutiny.

Our work contribute to several literatures. First, we evaluate the effects of mindfulness medita-
tion on economic behavior and provide experimental evidence on both the immediate and sustained
effects of meditation. Our experiment is larger by an order of magnitude than recent studies with
incentivized decision-making and is the first to evaluate both the immediate and sustained effects
of mindfulness meditation (Shapiro et al., 2012; Hafenbrack et al., 2014; Iwamoto et al., 2020; Ash
et al., 2021; Alem et al., 2021; Cassar et al., 2022). More broadly, we contribute to a growing body
of knowledge on the effects of therapy-inspired psychological interventions on economic outcomes
(Blattman et al., 2017; Heller et al., 2017; John and Orkin, 2019; Baranov et al., 2020; Lund et al.,
2021; Bhat et al., 2021). Relative to this economic literature, we study a light-touch, self-directed
intervention based on another approach to clinical psychology—mindfulness—and focus on a more
general population.

Second, our paper shows how a simple intervention to train attention and emotional control can
help improve work productivity, and it is the first to study the impacts of meditation on incen-
tivized measures of performance in an adult population. Previous work argues that distractions and
worries can reduce work or test performance (Banerjee and Mullainathan, 2008; Kaur et al., 2021;
Duquennois, 2021). Our paper shows that inexpensive interventions can actually boost productiv-
ity by helping adults sustain their attention to the task at hand. We complement recent findings
that practicing attention-based tasks can improve school performance among children (Brown et al.,
2022) and college students (Cassar et al., 2022).

Third, we contribute to the literature on the role of emotions in economic decision-making, which
shows that experimentally induced irrelevant emotions can distort decision-making (Johnson and
Tversky, 1983; Loewenstein, 2000; Loewenstein et al., 2001; Loewenstein and Lerner, 2003; Lerner
et al., 2004, 2015; Slovic and Peters, 2006; Callen et al., 2014). With the assumption that emotions
are skewing individuals’ evaluation of the consequences of their decisions (Bernheim and Rangel,
2009; Bernheim and Taubinsky, 2018; Bolte and Raymond, 2022), reducing their interference with
decision-making is welfare-improving. We provide the first experimental evidence on a viable way to
protect from such interference. This result also complements a vast psychology literature articulating
the mechanisms of meditation in terms of improved emotion regulation, relying on self-reports and
neuroimagery (Lindsay and Creswell, 2017).

Fourth, we contribute to a growing body of empirical findings on the effects of digital technologies
on mental well-being. We study an increasingly popular digital technology that has positive effects,
in contrast with recent work examines the harmful effects of technologies on well-being (Twenge,
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2020; Twenge et al., 2020; Allcott et al., 2020, 2021; Braghieri et al., 2021). We also conduct
the largest-to-date RCT evaluating the mental wellness effects of mindfulness meditation training
delivered digitally, contributing significantly to a booming impact evaluation literature reviewed
most recently by the meta-analysis of Sommers-Spijkerman et al. (2021). Relative to this literature,
we also successfully design our online RCT to minimize attrition, a key limitation in many of the
existing experiments, and we collect incentivized measures of productivity and decision-making in
addition to mental well-being. Finally, our sample is not selected based on high initial symptoms
of anxiety or depression nor is it restricted to a student or employee population from any given
specific organization, which contributes to building externally valid evidence that affordable online
mindfulness meditation training has large potential for the general population.

The rest of this paper proceeds as follows. Section 2 gives an account of our experimental design,
including details about the mindfulness intervention and definitions of key outcomes. In Section 3
we describe takeup of our intervention, using administrative data on meditation sessions. Section
4 presents effects on mental health outcomes, and Section 5 continues with effects on productivity
and decision making. We then present a model that motivated our design and helps interpret our
findings in Section 6. While we place this material after our empirical findings, the curious reader
can also peruse it before Section 2 for a mental model of mindfulness. Finally, Section 7 concludes
with a discussion of our findings and open questions.

2 Experiment

2.1 Recruitment of Participants

The practice of mindfulness meditation takes effort, time, and regularity. Measuring its effects
requires recruiting participants who will take up the intervention and retaining them for several
weeks. After all, with an encouragement design we can only estimate local average treatment effects
for people whom we induce to meditate (Angrist and Imbens, 1995). Our recruitment strategy
therefore favors individuals who are genuinely interested in trying meditation to maximize take-up.
To minimize post-randomization attrition, we assign participants to an intervention arm after they
have completed three distinct surveys on separate days, demonstrating the willingness and ability
to participate in a longer study.

Participants are recruited using Facebook and Instagram ads that specify that the study is
about meditation, and it offers the opportunity to obtain a free subscription to the paid version of
the Headspace app as well as compensation in the form of gift cards (see Figure B.1 for examples of
such ads). Recruitment occurred between July 7 and August 24, 2021. Ads were shown 2,158,678
times to 1,131,495 unique US adults and were clicked on by 32,432 individuals.13 All told, 10,615
respondents completed our screening survey.14

13These clicks include Facebook reactions (e.g., “liking” the ads), comments, visits to the associated Facebook page,
and opening the link to the screening survey.

14Seventy-six percent of the screening survey responses resulted from directly opening one of our Facebook links.
The remainder followed the survey link in another manner, such as copying and pasting it into a web browser.
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The screening survey included a consent form to verify that participants were over 18 and lived
in the US, a demographic questionnaire, and other baseline information. In addition, it presents a
detailed layout of the study, including the information that they would either receive free access to
Headspace at the beginning of the study or after a follow-up survey four weeks later. We verified
comprehension and agreement to the basic requirements of the study, such as completing seven
surveys over the course of four weeks, owning a smartphone and being able to install an app on it,
having time to use the app on a regular basis, and having an email and a phone number to receive
surveys, messages, and compensation.

There were 7,033 participants who consented, finished the screening survey, and provided unique
contact information. To remove inattentive participants, we exclude those who spent less than 20
seconds on the study presentation page. Our study ads might draw people who already consistently
meditate and simply want a subsidized Headspace subscription. Therefore, we further exclude partic-
ipants who report already practicing meditation consistently or having previously tried Headspace.15

As our experiment is funded by agencies that focus on improving the well-being of low- to middle-
income Americans, we exclude participants reporting an income per household member above the
US mean ($54,000 in 2019; see US Census Bureau, 2020).16

This screening procedure resulted in a sample of 3,356 participants. We invite these participants
to complete a second baseline survey by SMS message with two main objectives: screening out
unresponsive participants or those who had entered an incorrect phone number, and collecting
baseline measures of several outcomes. This includes measures of mental health, subjective well-
being, willingness to pay for an extension of the Headspace license beyond the three months offered
in the study, and incentivized beliefs about the effects of meditation on other participants. A total
of 2,768 participants completed this second survey.

On the following weekend, we email participants to complete the third and final baseline survey.
This survey reminds participants of the study structure and collects additional baseline variables
to improve the precision of treatment effect estimates: incentivized baseline measures of their per-
formance on a proofreading task and a Stroop test (a standard cognitive test of selective attention
capability; see Jensen, 1965), a psychometric scale of mindfulness (FFMQ-15; see Baer et al., 2008),
and self-reported risk, social, and time preferences (Falk et al., 2018). A total of 2,384 participants
completed the last baseline survey and were randomized into a treatment arm.

2.2 Random Assignment to Free App Access and Incentives

At the end of the last baseline survey, we randomize participants into one of five groups with equal
probability: (i) Headspace No Incentive, (ii) Headspace Short Incentives, intended to encourage at

Proceeding through the study requires a functioning email and receiving SMS messages at a US phone number, giving
us confidence that our participants are unique and live in the US.

15Participants might anticipate this and avoid disclosing their meditation habits, but this should, if anything, reduce
measured treatment effects.

16We chose income per household member to be more inclusive of parents with children at home, who have been
particularly hit by COVID-19-related stay-at-home orders (Cuadrado et al., 2021). The income screening criterion
was not enforced at the beginning of the recruitment period (first 107 randomized participants).
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least some experimentation with the app among most users, (iii) Headspace Long Incentives, intended
to generate lasting habits through frequent initial usage, (iv) Pure Waitlist Control, or (v) Waitlist
Control Cash Transfer, to compare effects to that of offering a cash value equivalent to the cost of
Headspace. Randomization is stratified within eight strata based on age, baseline anxiety score, and
baseline willingness to pay for an extension of the Headspace license.

2.2.1 Mindfulness Meditation and the Headspace App

Mindfulness was first introduced to clinical psychology to treat chronic pain by incorporating
meditation techniques from the Buddhist tradition into secular clinical therapies (Kabat-Zinn, 1982).
The techniques typically instruct practitioners to direct their focus on a sensation, such as the breath,
to notice how other thoughts and sensations capture attention and to refocus back to the initial
object. The approach was quickly extended to treating a variety of mental health issues and led
to the creation of a set of mindfulness-based interventions. Two leading examples are Mindfulness-
Based Stress Reduction (Kabat-Zinn and Hanh, 2009) to tackle chronic stress and Mindfulness-
Based Cognitive Therapy (Segal et al., 2018) to treat depression. These interventions have been
extensively evaluated in research designs of increasing quality, including large-scale RCTs (Kuyken
et al., 2015; Segal et al., 2020), which has led the American Psychological Association Society of
Clinical Psychology to list Mindfulness-Based Cognitive Therapy as an evidence-based treatment
for depression with strong research support (American Society of Clinical Psychology, 2019).

As the evidence for efficacy of these therapies grew, clinical psychologists became interested in
understanding the mechanisms through which mindfulness-based therapies operate. This interest
spawned a variety of characterizations and measurement scales exist, (Davidson and Kaszniak, 2015),
reflecting that mindfulness meditation may affect many mental processes.17

The proposed definitions do agree on a core idea captured concisely by Kabat-Zinn (2003):
mindfulness is the act of “paying attention in a certain way, on purpose and non-judgmentally, to
the present experience.” First, on purpose touches on the idea of attention control, that is, directing
one’s attention to certain objects by choice rather than letting it be captured by distractions. It
also suggests that mindfulness meditation increases meta-cognition, or one’s knowledge about how
attention works and is captured by distracting thoughts and stimuli. Second, non-judgmentally
conveys the idea that attention should not linger on or avoid elements based on emotional reactions
to them.18 Third, present experience is what attention should targeted: current sensations, emotions,
and stimuli as opposed to thoughts and emotions referring to the past (including ruminations) or
the future (including anticipations).

Headspace is a leading meditation app, focused on training its users in the skill of mindfulness.
It ranked among the top five health and wellness smartphone apps in Google and Apple app store

17Notable articles from the clinical psychology literature attempting to unify theoretical foundations and produce
a definition of mindfulness include Kabat-Zinn (2003), Baer (2003), Bishop et al. (2004), and Brown et al. (2007),
which have collectively been cited over 20,000 times as of October 2022

18This capacity to limit focusing or avoiding attention to certain aspects of the experience based on emotions is
often labeled as acceptance or non-reactivity (Baer, 2003).
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revenues in 2020, and reports over 70 million users worldwide. The free version of the app includes
limited content, with full access requiring a subscription priced at $12.99 per month or $69.99 per
year during our experiment. The design and delivery of this content distinguishes Headspace from
most previously studied mindfulness interventions. The app provides a variety of audio recordings
and short videos, often grouped into series or themes. Its core offering—and the one we encourage
participants to use—is a 10-day introductory mindfulness course. Other popular recordings help
users fall asleep or engage in short deep breathing exercises.19 Crucially, users choose which sessions
to engage in and when, in contrast with traditional therapies that require scheduled meetings with
a healthcare processional or trainer.

2.2.2 App Treatment and Usage Incentives

We randomly assign three-fifths of participants to receive a free three-month subscription to
Headspace in the form of a voucher code immediately at the end of the third baseline survey.
Participants are advised to start with a specific series called “Basics” that trains novice users in the
technique of mindfulness meditation.

Participants who receive Headspace right away are further randomized into one of three groups
with equal probability: (i) Headspace No Incentive, (ii) Headspace Short Incentive, or (iii) Headspace
Long Incentive. Those in the first group receive their voucher code and instructions to use it.
Participants assigned to the second or third groups are further told that they will earn an additional
$10 bonus if they meditate using the app for at least 10 minutes on at least 4 separate days (Short
Incentives) or at least 10 separate days (Long Incentives) over the first two weeks of the study. These
incentive treatments are meant to generate further variation in the app usage and to test for the
formation of habits. The Headspace Short Incentive steeply increases the value of trying the app for
a few days and is designed to encourage experimentation among a broad set of participants, including
skeptical ones who believe the app will deliver fewer benefits. The Headspace Long Incentive may
increase usage among fewer participants but encourages frequent usage of the app over the first two
weeks and may create longer-lasting habits.

2.2.3 Waitlist Control Group and Cash Transfer

As we promise a Headspace license to all participants during recruitment, we assign the remaining
two-fifths of participants to a waitlist control group and tell them that they will receive a voucher
for Headspace Plus at the end of the final survey, sent four weeks after randomization. We ask these
participants to refrain from creating a Headspace account in the meantime and to avoid starting a
new meditation practice or taking up new habits on their own while waiting for their Headspace
license.20

19See Appendix B.5 and particularly Figure B.8 for details
20We cannot be sure about what waitlist participants do during this period. We do ask them to prioritize their

well-being over the requirements of the study and that they should start any practice that they feel a need to start.
They may take up mindfulness meditation or other wellness activities outside the app, which would reduce observed
treatment effects and is thus not a cause of concern for the robustness of our findings.
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We assign half of the waitlist participants to Pure Waitlist Control, with no subsequent inter-
vention. To test whether any effects from offering the app access may be generated by reciprocity or
any kind of wealth effect due to the value of the app, the other half of the control group, the Waitlist
Control Cash Transfer, additionally receives a $15 cash transfer in the form of a highly fungible gift
card (valid at Walmart, Amazon.com, and over a hundred other retailers). This amounts to a little
more than the cost of a Headspace license for four weeks.

2.3 Sample Composition, Balance, and Attrition

Table 1 presents demographic characteristics of the randomized sample of participants and shows
comparable statistics in the general US adult population when available. Our sample differs from the
general population in a few important ways. Not unexpectedly given our social media recruitment,
only 2 percent of our participants are above 70 years old, but our sample includes meaningful numbers
of participants from all other age groups. Our screening criteria also produce a sample with very
few participants having household incomes over $150,000, or with more children in the household
than average.

By selection into our ads, our sample is composed of a majority of females, is more educated
than the general population, and is more likely to politically identify as a Democrat or independent.
Individuals identifying as Black or Hispanic are also under-represented in our sample relative to
the general population. Thirty-three percent of our randomized participants report symptoms of at
least moderate anxiety at baseline, and the answers of 26 percent of the sample correspond to at
least moderate depression, while 58 percent of the sample begins our study with less than moderate
anxiety or depression. 21

Table 1 reports estimated differences between the Waitlist and App Access groups obtained by
regressing each variable on a treatment dummy. Out of 26 baseline covariates, three have small
but statistically nonzero imbalance at conventional significance levels. We view these imbalances as
small in absolute terms and our preferred regression specifications will not adjust for them. This is
consistent with our pre-analysis plan and avoids complicating inference with post hoc model selection.
That said, our findings are robust to adjusting for observed imbalances. In Appendix B.3 we employ
the double/debiased machine learning approach of Chernozhukov et al. (2018) to flexibly adjust for
potential imbalance, finding that point estimates and standard errors are relatively unchanged.

The vast majority of participants responded to our followup surveys. Table B.2 presents sample
size for each of our surveys. At the main two- and four-week endlines, the attrition rates in each
arm are 6.5 percent or less. That said, individuals the App Access group are slightly less likely to
participate in the main endline surveys (1-3 percentage points, p < 0.05). We explore attrition more
thoroughly in Appendix B.4, finding that the attrition does not result in problematic differences
between treatment and control respondents. This implies that differential attrition is unlikely to
introduce large biases in our main analyses.

21We describe our elicitation of these symptoms in Section 2.4
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2.4 Measures of Mental Health and Subjective Well-Being

Throughout the study, we use standard, validated psychometric questionnaires to measure symp-
toms of generalized anxiety disorder (“anxiety”), major depressive disorder (“depression”), and stress.
Our main measures of mental health are collected two and four weeks after randomization, but par-
ticipants also complete shorter questionnaires at baseline and shortly after randomization.

Anxiety. We measure anxiety using the Generalized Anxiety Disorder 7-item scale (GAD-7; see
Spitzer et al., 2006) as well as the shortened 2-item version (GAD-2; see Plummer et al., 2016). Each
scale item asks the respondent how often they have felt an aspect of anxiety in the last two weeks,
such as being “nervous, anxious, or on edge”. Responses to these items receive a score of 0–3, and the
sum across all items generates a score between 0 and 21 for GAD-7. These scales are workhorses in
psychology, demonstrating high test-retest reliability (Spitzer et al., 2006) and the ability to predict
diagnoses from more thorough interviews with mental health professionals (Plummer et al., 2016).

We collect the full GAD-7 score at baseline, after informing participants that all screening based
on survey responses has already occurred, and again at our main followups at 2 weeks, 4 weeks, and
3–4 months. To sketch the trajectory of anxiety in the short term, we administer the GAD-2 scale
in brief surveys 4, 7, and 11 days after randomization. Using the shorter scale avoids exhausting
participants with long set of questions too many times and because these intermediate measures
are primarily intended to capture the rate of improvement rather than to precisely assess treatment
effects.

Depression. We measure depression with the Patient Health Questionnaire, which is similar in
spirit to GAD-7. Depression is less prevalent in the general population than anxiety, so we limit our
measurement of it to reduce the burden on participants. At baseline, we administer the two-item
PHQ-2, and at 2 and 4 weeks we administer the longr PHQ-8 (see Arroll et al. (2010) and Wu et al.
(2020) for validation of these scales).

Stress. We measure stress—the degree to which participants find their lives to be unpredictable,
uncontrollable, and overloaded—using the Perceived Stress Scale (PSS-10; see Cohen et al., 1994).
Unlike GAD-7 and PHQ-8, this scale is not systematically used to screen for mental health issues in
clinical settings, but it has been extensively used in non-clinical research on mindfulness meditation
(e.g., Krusche et al., 2012; Spadaro and Hunker, 2016). It complements clinical measures among
individuals who may not have symptoms of mental illness but still experience stress in their everyday
lives.

2.5 Experimental Session with Cross-Randomized Treatments: Immediate Med-
itation Incentives and Stressful Tasks

Two weeks after randomization, participants complete an online experimental session that con-
tains our main economic outcomes. Figure 1b presents the outline of experimental tasks. The
session starts by incentivizing a random subset of participants with Headspace access to meditate
using the app. It then continues with an incentivized Stroop cognitive test that measures attention
control, decisions to acquire or avoid information, and a decision to take a risky gamble with salient
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low probability losses. Participants are then randomly assigned to a task that induces neutral or
stressful thoughts, before completing an incentivized proofreading task and making a set of decisions
between lotteries.

We designed the sequence of tasks to start with outcomes that have built-in distracting or
emotion-inducing elements and to finish with outcomes where emotional interference is induced by
an external experimental treatment. We pre-specified the Stroop test, the proofreading task, and
the final set of risk-taking choices as our primary outcomes.

2.5.1 Immediate Meditation Incentives Treatment

To disentangle the immediate effects of meditation from longer-term, sustained effects of regular
practice, the survey starts by randomizing participants who already received access to the app into
being offered a bonus to pause the survey and complete a meditation session right away. We do
this for two main reasons. First, findings from this treatment are policy relevant for organizations
considering implementing or encouraging mindfulness meditation session during the workday, before
meetings or decision-making events. Second, at a methodological level, it is easier to conduct exper-
iments in one day, experimentally assigning a meditation session at the beginning of a lab session
where outcomes are observed. However, no evidence exists to assess the validity of extrapolating
such short-term findings to hypothesized longer-term effects of sustained meditation practice.

One concern is that this treatment causes other differences in the survey-taking experience, such
as participants postponing the survey to a later, more quiet time when they learn that they should
complete a meditation session. To limit such effects, we told all participants to plan for up to an
hour of time (much longer than the time actually needed for the survey itself) to be able to take
this survey in one sitting, in a quiet environment. When we announced incentives for a meditation
session, we made it clear that the bonus would only be granted if the session was completed within
30 minutes of seeing the announcement.

2.5.2 Stressful Treatment: Induction of Unrelated Emotions

In addition to affecting how individuals react to emotions associated with decisions such as ac-
quiring information or accepting small probability losses, mindfulness meditation may, first and
foremost, affect the management of emotions and worries unrelated to the task at hand. To inves-
tigate this, before our main productivity and decision-making outcomes, we experimentally assign
all participants to one of two conditions: Neutral or Stressful. The Neutral acts as a control con-
dition: participants are asked to describe something that they do to stay grounded, for example,
a routine. The Stressful condition asks participants to remember vividly and describe a memory
that makes them feel anxious and is unresolved. In both cases, to ensure high engagement with this
treatment, answers are incentivized for thoughtfulness: participants are told that some answers will
be randomly selected and evaluated by an independent reader. If the answer is deemed thoughtful
and personal, an additional bonus will be awarded.
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Later in the experiment, participants receive a “second dose” of the Stressful treatment: They
are asked to describe how they would handle an unexpected medical bill. In the Neutral condition,
the ambulance bill is only $100, while in the Stressful condition it is $8,900. As a manipulation
check, and to better understand how mindfulness meditation impacts affective responses, we collect
a measure of self-assessed mood at the beginning of the survey (after the Immediate Meditation
Treatment) and after each dose of the Neutral or Stressful treatment.

2.6 Measures of Productivity and Cognitive Function

Our main real effort outcome is a proofreading task, which participants complete after the first
dose of the Stressful or Neutral treatment. Participants proofread three paragraphs of text with
a total of 17 spelling or punctuation errors. There is no time constraint, and they earn five cents
per correctly highlighted error but lose five cents if they highlight correct words. Participants
begin with an endowment of 20 cents, so that initial mistakes are costly. The median participant
spends two minutes on the task and earns 90 cents from it. A practice paragraph presents these
incentives clearly to the participants. To better capture effects from the Stressful condition, the
instructions and practice paragraph are completed before the Stressful or Neutral task so that
participants immediately start the incentivized portion of the proofreading task after they complete
the elicitation of potentially worrying thoughts.

Estimating effects on productivity with high external validity is challenging in our online setting.
We recruit participants with a variety of skills and backgrounds, and survey them with a general-
purpose survey software. This proofreading task allows us to capture differences in attention to
detail, a dimension of productivity involved in many real jobs. Its goal is simple to communicate
and requires no complicated training, making it a natural part of a longer survey where we also
explain and collect other measures.

One salient mechanism that could be responsible for improvements in work performance is cog-
nitive ability. Because mindfulness meditation is hypothesized to train cognitive functions related to
attention control (Jha et al., 2007), participants complete an incentivized cognitive test designed to
measure them Dean et al., 2019: the Stroop test (Jensen, 1965). Words are displayed on the screen
for three seconds, and the participant must select among several options the name of the color that
the word is displayed in. The words themselves are color names that must be ignored even though
they capture attention. We incentivize the task by paying participants a bonus that increases with
how much time is left for each time they click the right color to reward both speed and accuracy.

2.7 Interference of Emotions with Risk Decisions

After the second dose of the Neutral or Stressful treatment, participants complete a series of
binary choices between lotteries. This task’s main objective is to study whether mindfulness medi-
tation affects the previously documented propensity of emotions to interfere with decision-making,
in particular in choices between risky prospects (Loewenstein and Lerner, 2003; Lerner et al., 2004;
Raghunathan et al., 2006; Callen et al., 2014). This literature finds that experimentally induced
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emotions affect risk choices, which we attempt to replicate in the control group. We then study
whether the effects are different among participants who received access to the app.

We therefore follow Callen et al. (2014) and elicit two menus of binary choices between lotteries.
The first one is designed to estimate the probability Pcertain that a participant is indifferent between
a lottery that pays $30 with Pcertain and $0 with (1−Pcertain), against a guaranteed $10. The second
menu estimates Puncertain such that the participant is indifferent between a lottery that pays $30 with
Puncertain and $0 with (1−Puncertain) or a lottery that pays $30 or $10 with equal probabilities. The
survey questionnaire prevents participants from submitting a set of answers such that the lottery is
accepted for a given P and then rejected for a larger P . Participants also must choose the lottery
with P = 1 and the alternative with P = 0. Doing so allows us to keep all participants in the
analysis with well-defined switching points on each menu, and gives participants who might be
confused another chance to understand the instructions. Pcertain and Puncertain are computed as the
midpoints between values of P where the participants switch from the alternative to the lottery.

These two outcomes are not meant to be compared directly. Rather, as in Callen et al. (2014),
we derive the implied certainty premium. Assuming expected utility, and assuming that the utility
values of $30 and $0 are constant across choices, we can derive the utility values of $10 implied by
Pcertain and Puncertain, ucertain(10) and uuncertain(10). We can then define the certainty premium as
CP = ucertain(10) − uuncertain(10). Under expected utility, CP = 0, but Callen et al. (2014) show
that CP > 0 for most individuals in their sample. They also find that experimentally induced
recollection of violent events decreases Puncertain, marginally decreases Pcertain, and increases CP .
We test for similar effects by experimentally inducing stressful thoughts in our waitlist control group
and to study whether the effects are any different among participants who received access to the
app.

2.8 Sensitivity of Decisions to Emotional Consequences

Prior to receiving the Neutral or Stressful treatment, participants complete two sets of decisions
which may generate negative emotions that weigh in the chosen option: decisions to receive or avoid
potentially unpleasant information, and to accept a high expected-value lottery with low-probability,
salient losses. Both of these outcomes were pre-registered as secondary, and are described along with
corresponding results in Appendix B.2. We also document how these outcomes help us narrow down
the likely mechanisms in Section 6.

3 App Usage and Effects of Incentives

Headspace collects and shares with us detailed administrative usage data from each account
associated with a code given in the study.22 The data contain information on the name, starting
time, and duration of each recording users listen to while their voucher was active. In this section, we

22This was explained to participants in the consent form and subsequently. This is the only data that Headspace
collected about our study participants.
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describe usage statistics of participants over time. We find that usage is high even among participants
assigned to the Headspace No Incentive group, perhaps unsurprisingly given our recruitment of
interested participants. This gives us the opportunity to study the effects of offering the mindfulness
meditation app in a best-case scenario where individuals do engage with it at a high rate. We
then show that the Headspace Short Incentives and Headspace Long Incentives treatments generate
additional usage in the period of time when they are active, without any lasting effects on usage
once they expire.

App Usage without Incentives. Figure ?? displays the proportion of participants in each
treatment arm who use the app at least once within a sliding three-day window, and Table 2 presents
usage statistics. Overall, most participants use the app frequently at the beginning of the study
period even without incentives, with 80.3 percent of participants in the Headspace No Incentive
group recording at least one session and spending an average of 95 minutes on the app during the
first two weeks. The frequency of usage then declines rapidly, but 56 percent still use the app at
least once between the third and the eighth weeks after randomization (Table 2, row 6, column 1).

Short-Term Effects of Incentives. The incentives we offer increase usage of the app, especially
so when incentives require more usage before participants qualify for payment. Table 2 reports a
series of usage statistics in the different intervention arms. We estimate effects of receiving any usage
incentive using the following regression:

Yi = β1 + β2AnyIncentivei + δstratum + εi, (1)

where Yi is the usage outcome for individual i, AnyIncentivei is an indicator for receiving any incen-
tives to meditate in the two weeks after randomization, and δstratum are fixed effects for randomization
strata. We calculate heteroskedasticity-robust standard errors using the HC1 estimator.

To separately estimate the additional effect of the Headspace Long Incentives relative to the
Headspace Short Incentives, we extend Equation (3) to

Yi = β1 + β2AnyIncentivei + β3LongIncentivei + δstratum + εi, (2)

where LongIncentivei is an indicator for being eligible for the higher powered Headspace Long
Incentives, which require 10 days of usage in the first two weeks after randomization.

Incentives do significantly increase usage, by any measure: they increase the proportion of in-
dividuals who go on to try the app at least once by about 11 percent and increase the number of
sessions and the total time spent on the app in the first two weeks by 36 percent and 50 percent
(Table 2, column 5). As expected, most of the increase in the propensity to try the app at all can
be achieved with the easier-to-get Headspace Short Incentives, although they do not increase this
extensive margin any more than the Headspace Long Incentives, contrary to our hypothesis. On the
other hand, as we expected, the Headspace Long Incentives further increases usage on the intensive
margin.

No Sustained Effects of Incentives. While incentives significantly increase app usage while
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they are active, they do not result in any sustained app usage once they expire. Figure ?? captures
this trend. In Table 2, we report statistics of usage beyond the incentive validity period and find
no detectable increase in usage from past incentives apart from a small increase in the extensive
margin, likely reflecting that more people installed the app in the first place.

This result contrasts with previous findings that temporarily incentivizing certain health behav-
iors, such as going to the gym or washing hands, generate lasting habits (Charness and Gneezy,
2009; Acland and Levy, 2015; Hussam et al., 2019). Our preferred explanation is that unlike exer-
cise or hand washing, which require continued practice to reap rewards, using a meditation app may
be a naturally transient behavior. Once individuals learn the basics of mindfulness from the app,
they can apply these skills by meditating independently or exerting attention control and emotion
regulation in daily life. The data suggest that this is the case: in a followup survey three to four
months after randomization, roughly 46 percent of treatment participants and 36 percent of waitlist
participants report meditating without the app.

4 Effects on Mental Health

4.1 Empirical Framework

To estimate the impact of making mindfulness available on mental health outcomes, we focus on
intent-to-treat (ITT) estimates. Panel A of Table 3 reports results of a regression of the form

Y post
i = β1App Accessi + β2AnyIncentivei + δstratum + γY pre

i + εi. (3)

where Y post
i is the outcome for individual i, App Accessi is an indicator for receiving a Headspace

license, AnyIncentivei is an indicator for receiving any incentives to meditate in the two weeks after
randomization, δstratum are fixed effects for randomization strata, and Y pre

i are pre-randomization
measures of the outcome, where available. We calculate heteroskedasticity-robust standard errors
using the HC1 estimator.

This approach pools our two incentive arms (Headspace Short Incentives and Headspace Long
Incentives). As we discuss below, the Long Incentive arm has a minimal marginal effect beyond
the Short Incentives. Pooling the arms provides a succinct summary of the effect of incentives and
improves the precision of the estimate. For completeness and in line with our pre-registration, we
also report estimates of effect from each incentive treatment in Panel B of the table.

4.2 Effects of Offering App Access on Mental Health

Before diving into treatment effect estimates, we first sketch the evolution of anxiety over time.
Figure 3 presents average GAD-2 score in each treatment arm as reported in each survey. During
the first 30 days after randomization, anxiety declines slightly for participants on the waitlist. The
App Access groups report steady improvements in anxiety, starting at 4 days and accumulating
gradually for the next 30.
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These improvements are captured more precisely by our detailed questionnaires about symptoms
of anxiety, depression, and stress. Table 3 reports the treatment effects that we observe on standard-
ized scores. App access alone leads to an improvement of 0.37 SDs in an index of the three measures,
with effect in the 0.33 to 0.39 SD range across the outcomes. These effects become larger at four
weeks, at 0.44 SDs for the index and 0.38 to 0.47 SDs on each outcome. Once the Waitlist group
gains access to the app they report reduced anxiety, and the App-Waitlist gap shrinks to 0.22 SDs
at the three to four month mark. 23 The persistent effect of initial app access are consistent with
higher uptake among the treatment group. In sum, we find that encouraging app-based mindfulness
meditation improves self-reported mental health for at least three months after intervention.

The effects we measure are not artifacts of treating mental health measurements as continuous
variables, nor are they due to improvements among only certain subgroups. Figure 4 presents the
cumulative distributions of the anxiety, depression and stress scores, and shows that improvements
are distributed across the range of symptom severity. Table B.5 shows treatment effects on the
proportion of participants who report at least mild, moderate or severe symptoms of anxiety and
depression, as defined by the 5-points, 10-points and 15-points cutoffs in GAD-7 and PHQ-8. After
App access reduces the fractions of participants with at least mild, moderate and severe anxiety by
32 percent, 50 percent and 64 percent, and the fractions with at least mild, moderate and severe
depression by 24 percent, 47 percent and 65 percent. Effects at all levels are highly statistically
significant.

The standardized effect sizes are similar to those estimated in a recent meta-analysis of digital
mindfulness interventions (Sommers-Spijkerman et al., 2021) for depression (0.34 SDs) and stress
(0.44 SDs) and are substantially larger than these previous findings (0.26 SDs) for anxiety. Given
the limitations of many of the existing studies emphasized by Sommers-Spijkerman et al. (2021), and
the small number of studies evaluating popular, unstructured app such as Headspace, our estimates
are a significant contribution toward building the evidence base for these interventions.

The effects are also smaller but comparable to previously measured effects of expensive in-
person therapy. For instance, Cuijpers et al. (2013) conduct a meta-analysis of in-person cognitive
behavioral therapy (CBT) interventions and estimate an effect size of 0.53 SDs on depression.24 The
effects of pharmacotherapy alone are also estimated as similar to CBT by Cuijpers et al. (2013).
The effects we find are also about ten times larger than previously estimated effects (0.05 SDs)
from receiving health insurance on depression in the Oregon Medicaid experiment (Finkelstein et
al., 2012), although such comparisons are difficult since we measure short-term effects. They are also
about as large as the mental health improvements that a 0.2 SD increase in household income would
generate, according to structural estimations that use cross-sectional variations (Alloush, 2018).

23We expect the actual effect in our study population to be smaller due to attrition. In our three-month followup,
nonrespondents in the app access arm report worse initial mental health than nonrespondents in the Waitlist. It’s
reasonable to believe that the treatment participants who dropped out were those who experienced the fewest benefits.
That said, our response rate at three months remains at 84%, and we do not expect attrition to fully explain lower
anxiety in the treatment group

24Their initial estimates of about 0.71 falls to 0.53 after they correct for publication bias or filter out low-quality
studies.
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4.3 Incentive Effects

The second row in both panels of Table 3 estimates the additional effect of receiving either of
the short and long usage incentive schemes. Incentives only appear to moderately increase mental
health improvements, if at all: the additional effect of incentives is only significant at the 16-day
mark, where we estimate an additional 0.07 SD improvement to the index of mental health scores,
or about 19 percent of the effect of app access alone.

This small effect may appear surprising given our finding that incentives increase the number of
sessions and time spent on the app by 41 percent and 75 percent during the first 16 days.25 One
interpretation is that individuals are well equipped to know how much of the app to use on their own
and that meditation is more effective when one wants to do it and applies oneself. In other words,
it is more difficult to observe a meaningful measure of compliance than in other health contexts,
such as taking steps, exercising, or washing hands (Charness and Gneezy, 2009; Acland and Levy,
2015; Hussam et al., 2019; Aggarwal et al., 2020). Testing incentives based on better measures of
compliance than app usage only and testing the effects of incentives with participants who might be
less interested than ours to begin with remain of interest for future work.

4.4 Heterogeneous Effects

Participants in our experiment are free to choose when and how they use the app, creating
natural opportunities for heterogeneous treatment effects. We investigate possible axes of hetero-
geneity in Figure 6. Panel (A) shows that in the license-only group, improvements in mental health
are largest for individuals who have more severe baseline symptoms, hold more optimistic beliefs
about treatment effects, and score lower on a baseline measurement of mindfulness.26 That said,
participants with milder symptoms or more skeptical beliefs still experience large and statistically
significant improvements in mental health. Any differences in these effects may be due to some com-
bination of differential app usage and differential app effectiveness between the two. Finally, we note
that although most of our sample is female, men in the license-only group experience comparable
improvements in mental health.

Next, we note that participants who entered the experiment with higher levels of mindfulness
benefit less from app access. We propose two mechanical reasons this may be the case. First, in
exploratory analyses, we find that highly mindful individuals report lower levels of depression and
anxiety, leaving less room for improvement in their mental health. Second, highly mindful individuals
may have less to learn from the app, limiting the effectiveness of the lessons it provides.

We offer a tentative interpretation of these patterns. Larger treatment effects among optimists
suggest that participants generally know whether meditation will be personally helpful. When left

25Table 2 shows that incentives increase the extensive margin of trying the app at least once by approximately 10
percent, more in line with the size of the effect on mental health. Of course, we do not have a disciplined way to
attribute the effects of incentives on mental health with either the intensive or extensive margin effect on usage or a
combination of both.

26Participants’ baseline mental health and beliefs about treatment effects are uncorrelated with each other. Figure
B.10 presents the relationship between the two.
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to their own devices, more optimistic individuals meditate slightly more than others, and derive
larger mental health benefits.

Given that app usage improves mental health, a natural question is whether incentives can induce
individuals who would benefit from the app to use it. People who suffer from mental illness or are
skeptical of the benefits are two such groups. Panel B of Figure 6 presents the marginal effect of
receiving usage incentives compared to receiving only a license. Incentives increase app sessions
and cause similar improvements in mental health for those with more and less severe anxiety, as
well as those with more and less skeptical beliefs about its efficacy. However, our sample comprises
individuals who are already interested in mindfulness meditation. While we present evidence that
incentives induce further meditation without incurring negative effects in this group, we advise
against naively extrapolating to individuals who are uninterested in meditation.

4.5 Robustness to Experimenter Demand Effects

Experimenter demand effects are an important concern when using self-reported measures (see,
e.g., de Quidt et al., 2019), such as the mental health scales in this study. We begin by noting that
the scales we use, PHQ-8 and GAD-7, are validated, clinical diagnostic tools used to measure the
mental health effects of other interventions (Ruiz et al., 2011; Beard and Björgvinsson, 2014; Beard
et al., 2016; Toussaint et al., 2020). However, we wish to take these concerns seriously, and now
describe features of the data that suggest demand effects are unlikely to be the primary explanation
for the treatment effects we measure.

An immediate possibility is that participants who receive the app may answer mental health
questions optimistically. Perhaps participants are simply telling us what they think we expect
to hear. With this in mind, we wrote our experimental instructions to mitigate such concerns.
Before measuring mental health, we inform participants that our sole intention is to understand how
participants were feeling.27 Participants appear to take this seriously, and the right column of Figure
3 shows that many report short-term increases in anxiety. Across the five surveys we administer
in the first two weeks, 46.5 percent of participants in the App Access groups and 56.4 percent of
participants in the Waitlist report higher anxiety on one survey than on the survey immediately
prior. Moreover, Figure 3 reveals that the gap between the App Access and Waitlist groups emerges
gradually via the steady accumulation of small improvements on the anxiety scale, marching in
tandem with the App Access group’s cumulative app usage. For demand effects to explain this
pattern of improvement, participants would have to be sophisticated enough to report progressively
improving symptoms over time. A more parsimonious reading is that the treatment group’s declining
anxiety reflects their increased meditation on the app.

A similar threat would be participants reporting improved mental health in reciprocity for re-
ceiving something from us. If this were the case, we may expect Waitlist participants who received
a cash transfer to report improved mental health relative to those who did not. However, in Table 3

27This preface read “There are no right or wrong answers. Some people will feel better, some will not. We are
simply interested in how you feel.”
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we do not find that the cash transfer improves mental health. If anything, the cash transfer group
appears to experience worse mental health than the Pure Waitlist group, which is inconsistent with
reciprocity effects.

Another source of demand effect might be that participants believe that they can receive the
app sooner by reporting poor mental health. This could produce spurious treatment effects as
participants given a license might stop inflating their symptoms, while the Waitlist participants
continue to do so. We believe this is unlikely, as our experimental instructions clearly state that all
participants would eventually receive a license, and that the timing was decided by a computerized
lottery. The data also do not bear out this concern. Waitlist participants report gradually lower
levels of anxiety over time, declining from 31.6% with moderate or severe anxiety at baseline to
28.5% at two weeks and 26.1% at four weeks.

Overall, while we cannot entirely rule out that some of our treatment effects are driven by
experimenter demand, the time structure and repeated nature or our measurements, the absence of
effect from a cash transfer, and the small effects from usage incentives suggest that experimenter
demand effects are unlikely to drive a large fraction of the effects that we observe. Additionally,
we find significant effects from access to the app on revealed-preference outcomes that we review in
Section 5.

5 Effects on Productivity and Decision-Making

5.1 Empirical Framework

As pre-specified, to maximize power when studying effects on economic outcomes, we pool the
three initial license treatments (no incentives, short incentives, and long incentives) and consider the
license group as a whole. We first estimate regressions of the form:

Y post
i = β1App Accessi + δstratum + γY pre

i + εi, (4)

where Y post
i is the outcome for individual i, App Accessi is an indicator for receiving a Headspace

license, δstratum are fixed effects for randomization strata, and Y pre
i is a pre-randomization measure

of the outcome, where available. All standard errors use an HC1 estimator.
To separate the impacts of offering access to the mindfulness meditation app on economic be-

havior from the immediate effects of a meditation session, we offered half of participants with app
access a bonus to meditate in the app immediately before taking the survey. We estimate effects
of offering the app only and additional effects from the immediate meditation incentives using the
following regression equation:

Y post
i = β1App Accessi + β2App Accessi × Immediate Meditationi + δstratum + γY pre

i + εi, (5)
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where Immediate Meditationi is an indicator for receiving an incentive to meditate immediately
before the survey where outcomes were measured. Only users who initially received a license were
randomized to receive immediate meditation incentives, so β1 can be interpreted as the sustained
ITT effect of offering access to the app (and any medium-term usage incentives) on behavior, while
β2 is the ITT effect of encouraging participants to meditate before making decisions.

We further investigate the effects of worrying thoughts on economic behavior and the potential
for mindfulness to reduce the interference of emotions on decision-making. To do so, we cross-
randomized all participants between executing a task designed to induce stress and a more neutral
task, and we estimate the following regressions:

Y post
i =β1App Accessi + β2Stressful Taski

+ β3Stressful Taski ×App Accessi + δstratum + γY pre
i + εi, (6)

and:

Y post
i =β1App Accessi + β2Stressful Taski

+ β3Stressful Taski ×App Accessi
+ β4App Accessi × Immediate Meditationi

+ β5Stressful Taski ×App Accessi × Immediate Meditationi

+ δstratum + γY pre
i + εi, (7)

where Stressful Taski is an indicator for assignment to the stressful task. The coefficient β3 estimates
the difference in the effect of being exposed to the stressful task on individuals with access to a license
(but no incentive to meditate immediately when using Equation 7) and on those on the Waitlist. The
coefficient β5 estimates the difference in the effect on stress within the App Access group, comparing
individuals with an incentive to meditate immediately before the survey to those without such an
incentive.

Tables 4 and 6 present treatment effects estimated using the above regressions on our main
outcomes, with additional measures presented in Tables B.6, 5 and B.7. The Stroop test as well
as our secondary outcomes are conducted before administering the Stressful Task, and thus are
only analyzed using regressions 4 and 5. Tables B.8 and B.9 report effects of offering the app and
incentivizing an immediate mediation on our secondary outcomes which measure avoidance of losses
and of unpleasant information.

5.2 Productivity and Attention

We begin by studying the effects of the mindfulness meditation app on productivity in the
attention-intensive proofreading task and on our cognitive test of attention control. Our first finding,
reported in Table 4, column 2, is that access to the app increases earnings in the proofreading task
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by 1.4 percent (1.2 percentage points as a fraction of the maximum possible earnings), corresponding
to a 0.09 SD increase. When focusing on the isolated effect of offering the app (excluding individuals
who were incentivized to meditate before the session, in column 3), the increase in earnings reaches
2.0 percent, or 0.13 SD.28 Considering that effort in experimental tasks like this one has been
documented to be very inelastic to payment (DellaVigna et al., 2016; DellaVigna and Pope, 2018),
this represents a sizable increase, obtained from only two weeks of using a very affordable app. In
other words, to the extent that these benefits translate into real work environments, offering such
apps to employees and giving them some time to use them could be a high-return investment for
firms and organizations—without even including possible improvements in retention and reductions
in absenteeism from better mental health.

Table 4 columns 3 and 7 present the effects from eliciting stressful thoughts on self-reported
feelings of being stressed immediately before the task, and on earnings in the task. The Stressful
treatment induces a large effect in self-reported feelings of being stressed immediately before the
task (column 3), which worsen by 1 SD. This effect is larger for participants with app access (by
0.21 SD) who otherwise enjoy a more relaxed state (by 0.16 SD). In other words, participants with
access to the app are less stressed than Waitlist participants after the neutral task, but they report
being about as stressed as them after the stressful task. However, the Stressful treatment does not
affect participants’ earnings in the proofreading task, independent of app access.29

This result could be interpreted in two ways. First, it is possible that the stress we induce
in this experiment is not enough to impact performance in the proofreading task, as there are no
large differences in performance between Waitlist participants who recall neutral versus worrying
memories. If so, the relevant treatment effect is the one comparing the App Access and Waitlist
groups, averaging across the stressful and neutral memory conditions (Table 4 Column 3, Row
1). Second, recalling worrying memories does cause a larger subjective increase in stress for the
App Access group than for the Waitlist. To the extent that this additional stress should degrade
performance, this is evidence that the effects of mindfulness are robust to the larger burden stress
places on the App Access group. In this case, the relevant treatment effects come from Column 5 of
Table 4.

We find no significant effect on earnings per time spent, although the estimated coefficient is
positive (Table B.6). Access to the app non-significantly increases the time spent on the task, leading
to earnings per time spent being less affected. Notably, the task was not timed, and incentives did
not encourage fast work. Presumably, our participants did not have a very high opportunity cost
of time since they were likely not “professional paid survey takers” as can be found on research
platforms.30 One interpretation is that access to the app makes participants able to sustain their
attention to the task longer, for example, by reducing the cost of paying attention. Given that the
increase in time spent is not statistically significant, these mechanisms may possibly be at play, but

28We come back to the reduction in earnings from the Immediate Meditation treatment in Section 5.4.
29Except for participants who additionally receive incentive to meditate, see Section 5.4.
30They often took the time to answer non-incentivized feedback questions with lengthy answers, further suggesting

they are not trying to optimize their earnings per time spend on the survey.
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we do not have strong evidence for any of them.
We detect no effect on performance in a Stroop test (Table 5), our primary measure of cognitive

function. We cannot reject a small reduction in errors made by participants, but this result never-
theless suggests that the increase in output in the proofreading task is unlikely to be fully driven by
improvements in cognitive functions linked to attention control.

As a result, we are unable to take a definitive stance on the mechanism behind improvements
in work output from the mindfulness meditation app. Yet, regardless of the mechanism, we can
conclude that the offering the app makes individuals perform better in the task.

Finally, we investigate heterogeneous treatment effects on earnings in the proofreading task in
Figure 6. We do not find significant heterogeneity.31 Gains in proofreading earnings appear to
be smaller for individuals with better baseline mental health, although this heterogeneity is not
significant, and even individuals with less symptoms directionally appear to benefit from the app in
that regard.

5.3 Interference of Unrelated Emotions with Risk-Taking Decisions

We next study whether access to the app can mitigate the interference of stressful thoughts with
people’s risk-taking decision. We report effects on the certainty premium in Table 6, and on its two
components (risk aversion under uncertainty and under certainty) in Table B.7.32

First, we verify that the Stressful tasks, which ask participants to recall worrying memories and
think about a hypothetical large health bill, affect risk-taking decisions among Waitlist participants.
These tasks reduce the Waitlist’s certainty premium by 23 percent (Table 6, column 4). This is
consistent with Callen et al. (2014)’s finding that inducing negative emotions affects risk aversion
under uncertainty bot not certainty. However, the effects we find are in the opposite direction
(reducing, rather than increasing the certainty premium), which may reflect natural differences
between risk preferences in our study sample and theirs, or the stakes in our respective lotteries.
Callen et al. (2014) work with a population of Afghan citizens. They note that certainty premia
vary by educational attainment in their sample, where the average participant completed 10 years of
education. By contrast, 36% of our participants hold a Bachelor’s degree and 44% hold an additional
graduate degree, typically corresponding to between 16 and 22 years of education. The higher level
of education in our sample may translate to differing reactions to emotion and uncertainty, in
a manner consistent with Callen et al. (2014)’s findings. In addition, while we view our lottery
outcomes, ranging from $0 to $30, as reasonable stakes for a mechanisms experiment, they are lower

31We only find significant heterogeneity of the marginal effect of incentives, by gender. Notably, males only make
up about 15 percent of our sample, and this strong selection by gender into the study suggests that other important
unobserved characteristics might be correlated with gender in our sample. We also find that incentives do not increase
app usage for males on average, suggesting they may have a backfiring effect in some way.

32Recall from Section 2.7 that we elicit risk aversion as the value of P such that participants are indifferent between
a lottery paying $30 with probability P and $0 otherwise, and an outside option. Risk aversion under uncertainty,
Puncertainty corresponds to the case when the outside option is itself a lottery, that pays $30 or $10 with equal
probability. Risk aversion under certainty, Pcertainty, is the indifference point when the outside option is a sure $10.
The two values are not compared directly. We construct the certainty premium by fixing the utility of $0 and $30
and assuming expected utility in each decisions, as in Callen et al. (2014).
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than the stakes in Callen et al. (2014)’s lotteries, where participants stand to gain between one and
three days’ wages. The relationship between risk and emotion may reasonably depend on stakes,
which could also explain the differing signs on our effects.

Our focus, however, is not to document how risk-taking reacts to emotions in general, but
if it does and specifically whether mindfulness meditation mitigates such interference. Our main
result is that access to the app reverses the interference of this Stressful treatment on choice under
risk. While the Stressful treatment reduces the certainty premium by 23 percent among Waitlist
participants, access to the app undoes this effect, with a difference-in-differences estimate of +37

percent of the control mean (column 4, p < 0.05). As shown in Table B.7, this is led by access to
the app undoing the effect of the Stressful treatment on risk aversion under uncertainty. On its own,
this finding suggests that mindfulness meditation can insulate decision making from the effects of
stressful thoughts, at least at the levels of stress and mindfulness we induce in this experiment.

That said, we do not observe strong evidence that the App Access group is entirely insensitive
to emotions. The Stressful treatment does increase their certainty premium by 14 percent relative
to the control mean. Though not statistically significant at conventional levels (p ≈ 0.2), this is
consistent with stress moderately increasing the certainty premium (95% confidence interval: [-6%,
+31%]). Scrutinizing the App Access group more closely in column 5 of Table 6, we find that
stress has a larger effect on participants whom we incentivize to meditate immediate before the
survey (+29.4%, p < 0.05) and a near-zero effect on participants who did not receive this incentive
(+3%, p ≈ 0.8). However, this latter estimate is again too imprecise to entirely rule out moderate
sensitivity to emotions. Our preferred interpretation of these findings focuses on the more precisely
estimated effects that come from pooling the App Access group, though we detail further evidence
that the immediate effects of meditation sessions may differ from the long-term effects of mindfulness
in Section 5.4.

Next, considering only the estimates of treatment effects overall in Table 6 columns 2 and 3 (as
well as Table B.7 columns 1, 2, 5 and 6), pooling the Neutral and Stressful treatments, access to the
app appears to have no significant effect on measures of risk-taking behavior. This result suggests
that we should not think of meditation as changing fundamental preference parameters (such as risk
aversion) per se. Instead, we find evidence that mindfulness meditation makes people’s choices less
susceptible to changes in their emotional states.

These results provide a proof of concept that mindfulness meditation can help prevent unrelated
emotions from interfering with decision-making. Stress caused Waitlist participants to choose differ-
ently on a set of lottery tasks, and mindfulness meditation appears to diminish or reverse this effect.
Crucially, we do not need to take a stance on whether participants should be more or less risk averse
in these decisions. The implications of these findings depend on the reader’s philosophical commit-
ments. For those who assume that the stressful thoughts we induce should not affect preferences on
this narrowly-framed lottery choice, a natural conclusion is that stress impedes the decision maker’s
assessment of outcomes and reduces welfare (Bernheim and Rangel, 2009). Another interpretation
without the normative implication is that mindfulness simply alters the practitioner’s preferences to
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become less susceptible to the induced emotions. In this case, mindfulness is a consumption good
that affects decision making and the practice of meditation is more akin to maintaining regular sleep
for clarity of mind, for example.

5.4 Further Immediate Effects of Meditation Sessions

We now turn to understanding the immediate effects of mindfulness meditation sessions. These
can have policy relevance for organizations that might consider implementing encouragements to
practice meditation in the workplace or before certain decision-making events. Further, it is method-
ologically valuable to understand whether the short-term effects of sessions resemble the more sus-
tained effects from regular practice. We find that it is not the case. In fact, an incentivized mind-
fulness meditation session reduces work performance and increases small probability loss aversion
and the avoidance of unpleasant information in the short-term. Finally, these short-term effects
help us understand likely mechanisms through which mindfulness meditation affects behavior in the
longer-term (see Section 6).

Table 4, column 5 shows that the immediate meditation session partially reduces the gain in
earnings in the proofreading task due receiving the app. Column 7 reveals that this reduction is
entirely driven by the Stressful treatment, suggesting that participants are more susceptible to at-
tention capture by negative emotions immediately after a meditation session, although we measure
this interaction imprecisely. It also suggests that reduced earnings are not merely driven by partic-
ipants running out of time due to the meditation session, as we would then expect the reduction
to be independent of the Stressful treatment. Instead, the role of the Stressful treatment may be
understood through the lens of our model (see Section 6) as directing more of the agent’s attention
to their emotions, as opposed to the task at hand.

In addition, incentives to meditate at the beginning of the survey have notable effects on our
secondary outcomes, described in Appendix B.2 and further interpreted with the lens of our model
in Section 6. In the short-term, a meditation session increases the propensity to refuse a small-
stakes lottery with high expected value but salient low probability losses, and increases avoidance
of emotionally unpleasant information.

Overall, we detect several statistically significant effects from incentivizing a mindfulness medi-
tation session immediately before the effort task and decisions that are absent from the group that
only received access to the app. From a standard economic view, these effects are mostly adverse
ones since they make participants less productive and less likely to seek useful information or to
take a high expected value, small-stakes lottery. Our model (section 6) presents an interpretation
for the discrepancy of the short run and long run effects, based on psychological conceptualizations
of mindfulness (Lindsay and Creswell, 2017). Meditation sessions make the individual more attentive
to their emotions in the short term, which allows them to build emotional sophistication and avoid
attentional capture in the medium to long term.

One might alternatively wonder whether these effects are amplifications of insignificant but
directionally similar effects when the treatment is access to the app only. Our data do not support
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this hypothesis in general: as we saw, app access increases earnings in the proofreading task, and,
suggestively, it reduces unpleasant information avoidance (albeit not significantly). Overall, these
results do not lend support to the methodological validity of inferring sustained effects of mindfulness
meditation from the immediate effects measured right after an experimentally induced session.

In simpler terms, our leading interpretation is that a mindfulness meditation session puts indi-
viduals in a relaxed and emotionally sensitive state that reduces their willingness to generally engage
with the experimental tasks, especially when the tasks bring unpleasant emotions to the forefront.
Either way, these findings may caution organizations against encouraging meditation sessions im-
mediately before important decision-making events or in the middle of a stressful workday.

6 Conceptual Framework: Emotions and Attention Misallocation

We now present a theoretical framework using economic primitives, in line with the key existing
ideas from psychology, that unify our empirical findings. As mindfulness encompasses a variety of
techniques, our goal is not to provide the definitive theoretical treatment of it. Rather, we intend
to provide a guide for interpreting our empirical results by incorporating the core ideas from the
psychology literature into a workhorse model of economic behavior.

This framework combines a model of costly attention allocation with a utility function that
depends in part on emotions. The agent must direct her attention to a choice problem, then make a
decision based on her understanding of the problem. Emotions draw some of the agent’s attention
away from aspects of the task at hand, and also directly influence her decision making. An influential
hypothesis suggests that mindfulness training increases emotional sensitivity, allowing practitioners
to build emotional awareness over time (Lindsay and Creswell, 2017). This is in line with the
consensus definition that mindfulness involves non-judgmentally attending to one’s mental state.
We capture this by modeling mindfulness sessions as directing the agent’s attention to her thoughts
and emotions. This makes the agent more sensitive to emotions in the short run, but gradually
improves her ability to avoid attention capture later on.

We begin by providing motivating examples to animate our discussion. We intend these to be
illustrative, though not exhaustive, of the kinds of settings we consider.

• Emotionally Demanding Work. X’s job requires him to interact with a stream of clients,
one after the other. He may be a social worker, public defender, or counselor in a prison. X
sympathizes with his clients, often thinking about their situations well after each appointment
is done. This poses a challenge: each case requires careful attention to the problem at hand,
but X grows increasingly tired and distracted as the day progresses. By his last meeting, X’s
abilities to attend to his last client and choose the best course of action are impaired by the
emotionally taxing nature of his earlier meetings.

• Negotiation. Y is about to begin an important negotiation. Perhaps she is about to ask
for a raise, request an individualized learning plan from her daughter’s school, or propose a
change in care for a relative in a nursing home. However, Y cares deeply about this issue and
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is worried about growing emotional and losing credibility during the meeting. She is convinced
that the best way to achieve her desired outcome is to dispassionately state the facts of her
case to the relevant decision maker, and would prefer to be able to do this.

We note that emotions do convey important information in these cases, signaling the importance of
certain tasks. However, emotions also affect the agent’s decision making in ways that run counter to
their preferences. That is, both agents may wish to focus on a particular task and desire emotionally
neutral preferences in service of this goal (Bernheim et al., 2021). With these examples in mind, we
now sketch our model.

6.1 Framework

Decision Problem with Emotions. An agent finds herself in an particular situation. She
must learn the nature of her situation, and then choose an action to maximize her utility. We
represent the true state of situation with a two-dimensional vector, x = (x1, x2) ∈ R2. From the
agent’s perspective, these are random variables drawn from a distribution with mean xd = (xd1, x

d
2).

Her action is a scalar, a ∈ R.
In this structure, we intend x1 to capture a payoff-relevant aspect of the situation, while x2

models some external or extraneous influence —perhaps a passing thought or a strong but unrelated
emotion. To make x1 as payoff relevant, we model the agent’s action as producing utility given by:

u(a, x1, x2) = −(a− x1)2.

That is, the agent obtains the greatest utility from matching a to x1 regardless of the value of x2.
However, the agent has emotional sensitivity µ, and acts as if choosing a will yield utility

ũ(a, x1, x2) = −(a− x1)2 − µ(a− x2)2.

That is, the agent acts as if she obtains the most utility from matching a to some combination of
x1 and x2.

The influence of x2 may capture a variety of tendencies. For example, the agent may be mis-
characterizing the situation, such as if emotions cause her to overestimate the probability of an
undesirable outcome (Bernheim and Taubinsky, 2018). Alternatively, x2 may reflect a kind of pro-
jection bias that causes the agent to choose differently in the short run than they would prefer to in
the long run (Loewenstein et al., 2003). In either case, while the agent is aware that x1 and x2 are
distinct, she behaves as if unaware of x2’s irrelevance to her payoff.

Attention Allocation. The agent does not know the values of x1 and x2, and must exert costly
attention to discern them. She begins with default beliefs xd = E[x], and we represent her attention
to dimension i with mi ∈ [0, 1]. Given an attention vector m, the agent estimates the attributes to
be

x̂(m) =
(
m1x1 + (1−m1)x

d
1,m2x2 + (1−m2)x

d
2

)
.
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Paying attention incurs an effort cost, C(m). We consider attention paid to different dimensions
to be substitutes, modeling C(m) = κ (

∑
imi)

2, with κ ≥ 0 an attention cost parameter.
The agent’s action will depend on her reading of the situation, which in turn depends on her

allocation of attention. We model the agent as optimally selecting her attention to solve

m∗ = arg max
m

E [ũ(a(m), x)]− C(m),

where a(m) is the optimal action given the beliefs x̂(m). Solving for m, we note two comparative
statics that will be central to our predictions. The amount of attention m∗1 allocated to the relevant
dimension:

1. increases when emotional sensitivity µ decreases.

2. increases with the variance of the first dimension (E[(x1−xd1)2]) and decreases with the variance
of the competing dimension (E[(x2 − xd2)2]).

3. weakly increase when the cost of paying attention κ decreases.

Sequence of Decisions. We consider an agent who goes through an infinite sequence of static
decision problems involving independent realizations of x. We assume that the agent behaves at each
period as if she was only solving this static problem. The long-run effects of mindfulness meditation
in our model arise from the following assumption:

Assumption 1: Building Emotional Awareness Through Introspection At each period t,
agent with positive emotional sensitivity µ may become emotionally neutral and switch to
µ = 0 for all periods t′ > t. This happens with a probability that increases in the amount of
attention paid to emotions in period t, m2,t.33

6.2 Main Predictions

Prediction 1: In the long run, mindfulness meditation practice increases the attention available to
spend on the task or decision at hand.

Prediction 2: In the long run, mindfulness meditation practice reduces the interference of irrelevant
emotions with decisions.

Prediction 3: In the short run, mindfulness meditation sessions reduce the attention available to
spend on the task or decision at hand.

33One could microfound this model through learning or practice. For example, suppose the agent observes her
realized utility u(a, x) = −(a− x1)

2 in each period. If the likelihood of obtaining this utility given her reading of the
situation (x̂1(m1), x̂2(m2)) is sufficiently small under the misspecified ũ(a, x, µ), she wakes up to her misspecification
as in Gagnon-Bartsch et al. (2018). Attention paid to x2 throws a sharper light on the gap between her realized
utility and her anticipated utility under the misspecified model. Alternatively, one could consider mindfulness to be a
technology that directly reduces emotional sensitivity, by offering the agent practice at the task of noticing and then
moving past emotions.
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We find evidence in favor of Prediction 1 (Table 4, Column 5, Row 1), suggestive of Prediction
2 (Table 6 Column 5), and in favor of Prediction 3 (Table 4, Column 5, Row 5).

Alternative Mechanisms Prediction 1 follows without assuming any change in the attention
cost parameter κ. Regular mindfulness meditation may decrease κ by building cognitive endurance,
as in CITE. Our experiment includes a cognitive test (the Stroop task), which can be interpreted
as a direct measure of κ to assess the extent of this mechanism. We do not find evidence in favor
of this mechanism, since app access does not improve performance on the Stroop test. Therefore,
our results demonstrate that mindfulness can affect various aspect of economic behavior without
directly improving cognitive function.

6.3 Auxiliary Predictions: Emotions in Utility

We consider additional effects of mindfulness meditation on decisions that may affect emotions,
such as decisions to avoid potentially unpleasant information. Intuitively, if the agent derives a
concave hedonic value from her perceived emotions, she is more likely to make decisions that avoid
creating emotional variance when she is paying attention to her emotions than when she is ignoring
them. Such decisions may include avoiding potentially unpleasant information, for example. We
extend the utility function as:

ũ(a, x, µ, ν) = −(a− x1)2 − µ(a− x2)2 + ν log(x2(m)),

where ν is a parameter capturing the direct utility from emotions. By Jensen’s inequality,
concavity of the log implies that the agent is worse off when the variance of x2 is larger, especially
if m2 is large. As we have seen, mindfulness meditation practice may lead to a short-run increase
in m2 but a long-run decrease in the same because of emotional awareness. This implies short-
run and long-run predictions about the effects of mindfulness meditation on decisions which reduce
anticipated emotional variance, such as avoidance of unpleasant information or avoidance of loss-
framed gambles:

Auxiliary Prediction A1: In the short run, mindfulness meditation sessions increase the extent
of emotionally avoidant decisions.

Auxiliary Prediction A2: In the long run, mindfulness meditation practice reduces the extent of
emotionally avoidant decisions.

We test these predictions with secondary outcomes that are extensively described in Appendix B.2.
We find evidence in favor of Prediction A1 (Table B.8, row 2, columns 2 and 4), and no strong
evidence in either direction for Prediction A2 (Table B.8, row 1, columns 2 and 4).

Effects on Mental Health. We do not attempt to explicitly model mental health. Depression,
stress and anxiety are in themselves complex, multidimensional concepts and incorporating them
into this model is beyond our scope. We do however note that our framework emphasizes emotional
awareness, the ability to avoid focusing attention on thoughts and emotions that are irrelevant to
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the task at hand, as the main skill trained by mindfulness. Since rumination on negative thoughts
about the past and worries about the future are leading hypothesized mechanisms of depression and
anxiety (Gotlib and Joormann, 2010), our framework includes a natural way in which mindfulness
meditation may reduce symptoms of mental ill-health.

7 Discussion

Our results demonstrate the potential of inexpensive mindfulness meditation apps to improve
mental health, work performance, and consistent decision-making. Even though the app we evaluate
is vastly less expensive than in-person psychotherapy, it leads to comparable short-run improvements
in mental health. More generally, we provide the first large-sample evidence that mindfulness med-
itation can affect important dimensions of economic behavior with revealed-preference outcomes. If
our estimated effects on work performance translate into real-world workplace productivity improve-
ments, the cost of the app will rapidly pay for itself.34

One related limitation resides in our approach to recruiting subjects. To establish a proof of
concept, and because it was a natural and cost-effective first step, we recruited subjects who were
interested in trying the mindfulness meditation app. Given our positive results, future research
should study the determinants of such interest, and the effects of providing access to similar apps—
as well as information about them—to all the individuals in a subject pool rather than the interested
ones only.

It is more difficult to estimate the real-world consequences of reducing interference of emotions
with economic decisions, such as choices under risk. These types of decisions are at the core of
many organizations, and making the best decisions in high-stakes, high-uncertainty environments
is a leading part of the wage premium of top executives. Many stressors potentially interfere with
individuals emotions, fueled by political polarization, racial tensions or global health crises. As we
have argued, decision-making is likely sub-optimal in some instances if it can be swayed by irrelevant
emotional states and worries of the decision-maker. Our results therefore provide a proof of concept
that these decisions can be made more consistent, but a challenging open question remains to study
the magnitude of emotional distortions outside of controlled decision-making experiments.

We also make a methodological contribution that could inform future research on mindfulness
and related psychological interventions. Our results show that evaluating behavioral consequences
immediately after a meditation session can be a poor yardstick to measure the more sustained
effects. This suggests that research should refrain from drawing strong conclusions from one-session
experiments in the lab, unless immediate effects are the object of interest.

Overall, our findings support the idea that policymakers and organizations should consider subsi-
dizing inexpensive tools such as this one. More broadly, they suggest that mental wellness programs
might be a way to invest in preventive health with better returns than physical wellness programs
(Jones et al., 2019). Our heterogeneity results also indicate that when designing such programs,

34The opportunity cost of time spent meditating is less trivial, but should still come below other mental health care
options.

31



organizations should use monetary incentives with caution, as they only appear to help individuals
with more symptoms or optimistic beliefs about the app at baseline, and may carry lesser long-term
benefits.
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8 Figures and Tables

Figure 1: Experiment Overview
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Notes: This figure depicts the structure of our experiment. Panel A presents the timeline of the entire experiment. We recruited participants
in July and August 2021 and conduct three baseline surveys. Randomization occurs weekly in the last baseline across one of five arms:
(i) App Access Only, immediately receiving a 90-day license for the Headspace app; (ii + iii) App Access + Short (Long) Incentives,
additionally being offered a $10 bonus for using the app on at least 4 (at least 10) of the first 16 days; (iv) Pure Waitlist, receiving the
license after 30 days; and (v) Waitlist + Cash, additionally receiving a $15 multi-use gift card. We conduct three short surveys during the
first two weeks to track mental health, beliefs about the effects of the app, and willingness to pay for an extension of the license. The main
followup survey occurs after 2 weeks, starting with an assessment of mental health and finishing with effort and decision-making tasks.
Participants also complete an assessment of their mental health at four weeks, after which the waitlist receives their licenses. We obtain
administrative data on the usage of the app for 90 days after license activation. Lower takeup among the waitlist group spurred us to
conduct a mental health follow-up survey approximately 3 months after randomization, which was not pre-registered.

Panel B summarizes the economic tasks completed at two weeks. Those with app access are randomly assigned to receive incentives to
meditate using the app right before continuing into the survey. All participants then complete tasks that have built-in distracting or
emotion-inducing elements: a Stroop test of cognitive ability to control attention, decisions to avoid useful but potentially unpleasant
information, and a decision to accept a risky prospect with high expected value but a low-probability salient loss. All participants are then
randomized into one of two conditions: the Neutral or Stressful tasks, which ask participants to think about neutral or worrying memories
and situations. They then complete an incentivized proofreading task and risk-taking choices.
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Figure 2: Proportion of Participants Using Headspace in a 3-Days Rolling Window In Each Intervention Arm
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Notes: This figure shows the proportion, over time, of participants who recorded at least one session on the Headspace app within the last
3 days. Participants are randomized within one of five arms: (i) App Access Only, receiving free access to the Headspace app; (ii) App
+ Short Incentive, additionally being offered a $10 bonus for using the app on at least 4 days during the first 16 days; (iii) App + Long
Incentive, being offered a $10 bonus for using the app on at least 10 days during the first 16 days; (iv) Pure Waitlist, receiving free access
to the Headspace app after 30 days; and (v) Waitlist + Cash Transfer, receiving a $15 multi-use gift card in addition to being placed on
the waitlist. Usage data is observed in the 90 days after a participant activates the license we provide.
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Figure 3: Distribution of Individual Anxiety Scores, and Change in Anxiety Scores, Over Time
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Notes: This figure presents the evolution of the GAD-2 anxiety score in the Waitlist and App Access groups during the first two weeks
of the study. The GAD-2 score is calculated from the first two elements of the GAD-7 anxiety scale, and ranges from 0 (no reported
symptoms of anxiety) to 6 (maximum reported symptoms of anxiety). Let Yi,t represent respondent i’s anxiety score at time t. The left
column of the figure presents the distribution of scores Yi,t, while the right column presents the distribution of within-person changes from
the previous score, Yi,t − Yi,t−1. Each row of the figure presents outcomes at a particular point in time. Hollow bars with black outlines
represent the Waitlist group, and solid blue bars represent the App Access group. For precise statistical tests, Table B.4 presents estimates
of the average treatment effect at each time point.
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Figure 4: Long-Term Distribution of Mental Health Scores

(a) Anxiety

Waitlist (Pooled)

App Access (Pooled)

Pre-Randomization 2 Weeks
Post-Randomization

4 Weeks
Post-Randomization

3 Months
Post-Randomization

Minimal
(0-4)

Mild
(5-9)

Moderate
(10-14)

Severe
(15-21)

Minimal
(0-4)

Mild
(5-9)

Moderate
(10-14)

Severe
(15-21)

Minimal
(0-4)

Mild
(5-9)

Moderate
(10-14)

Severe
(15-21)

Minimal
(0-4)

Mild
(5-9)

Moderate
(10-14)

Severe
(15-21)

0.0

0.2

0.4

0.6

0.8

1.0

Anxiety Score (GAD-7)

C
um

ul
at

iv
e 

Sh
ar

e

(b) Depression

Waitlist (Pooled)

App Access (Pooled)

Pre-Randomization
(PHQ-2)

2 Weeks Post-Randomization
(PHQ-8)

4 Weeks Post-Randomization
(PHQ-8)

3 Months Post-Randomization
(PHQ-8)

Minimal to Mild
(0-2)

Moderate to Severe
(3-6)

Minimal
(0-4)

Mild
(5-9)

Moderate
(10-14)

Severe
(15-21)

Minimal
(0-4)

Mild
(5-9)

Moderate
(10-14)

Severe
(15-21)

Minimal
(0-4)

Mild
(5-9)

Moderate
(10-14)

Severe
(15-21)

0.0

0.2

0.4

0.6

0.8

1.0

Depression Score

C
um

ul
at

iv
e 

Sh
ar

e

(c) Stress
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Notes: This figure presents the empirical cumulative distribution functinos for anxiety (GAD-7, panel A), depression (PHQ-2 and PHQ-8,
panel B), and stress (PSS-10, panel C). In each figure, the black line represents the Waitlist group, and the blue line represents the App
Access groups. To reduce survey length, we measure depression using the shortened PHQ-2 at baseline, and do not measure stress at
baseline or at 3 months. For all three scales, lower scores indicate fewer symptoms or signs of the condition.

45



Waitlist (Pooled)

App Access (Pooled)

0.00

0.25

0.50

0.75

1.00

1 0.8 0.6 0.4 0.2 0
Earnings

(As Share of Maximum Possible)

C
um

ul
at

iv
e 

S
ha

re
 o

f P
ar

tic
ip

an
ts

Figure 5: Distribution of Earnings in the Proofreading Task

Notes: This figure presents the empirical cumulative distribution function of earnings in the proofreading task, expressed as the share of the
maximum possible earnings for flagging all 17 errors without flagging any non-errors. The App Access group does excludes participants who
were offered incentives to meditate right before the session. The x-axis runs in reverse, starting from maximum earnings and diminishing
to the right. Table 4 presents formal statistical tests for the average treatment effect of App Access on the proofreading score.
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Figure 6: Heterogeneous Effects of License Provision and Incentives

Notes: This figure presents total effect of providing a Headspace license (Panel A) and marginal effect of offering usage incentives over
the first 16 days (Panel B), in subgroups defined by several pre-treatment covariates. For each covariate, we divide the sample into two
subsamples: those observations below the sample median, and those at or above the sample median. We then estimate equation 3 separately
in each subsample. Panel A presents estimates and 95% confidence intervals for the coefficient on App Access, and Panel B presents the
same for Any Incentive. All baseline covariates are continuous, except for Female, where "Below Median" refers to males and "At or Above
Median" refers to females. Social Desirability refers to a 13-item version of the Marlow-Crowne Social Desirability Scale, which is one way
to measure respondents’ tendency to portray themselves favorably in a survey. App Sessions counts the number of distinct Headspace
sessions users completed on the Headspace app within the first 16 days, when incentives are active; and Proofreading Earnings refers to
the percent bonus participants received on the proofreading task, compared to the maximum possible bonus.
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Table 1: Sample Characteristics and Balance

Baseline

US Adults Waitlist Group App Access Group
Mean Mean (St. Dev.) Diff. (St. Err)
(1) (2) (3) (4) (5)

Age Group
18-29 0.213 0.202 (0.402) −0.010 (0.017)
30-39 0.172 0.204 (0.403) 0.014 (0.017)
40-49 0.158 0.250 (0.433) −0.010 (0.018)
50-59 0.163 0.209 (0.407) −0.016 (0.017)
60-69 0.150 0.109 (0.312) 0.016 (0.013)
70+ 0.143 0.025 (0.157) 0.006 (0.007)

Female 0.492 0.848 (0.359) 0.019 (0.015)

Education
No Bachelor’s degree 0.640 0.215 (0.411) −0.024 (0.017)
Bachelor’s degree 0.225 0.345 (0.475) 0.019 (0.020)
Graduate or professional degree 0.135 0.441 (0.497) 0.004 (0.021)

Household Size 2.261 2.874 (1.328) −0.086 (0.055)

Household Income
$34,999 or less 0.265 0.231 (0.422) −0.022 (0.017)
$35,000-$74,999 0.293 0.321 (0.467) 0.040 (0.020)
$75,000-$149,000 0.285 0.332 (0.471) −0.034 (0.019)
$150,000 or more 0.157 0.042 (0.200) 0.004 (0.009)
Prefer not to answer 0.073 (0.261) 0.013 (0.011)

Race & Ethnicity
White 0.600 0.834 (0.373) 0.015 (0.015)
Black 0.124 0.023 (0.150) 0.000 (0.006)
Hispanic 0.184 0.063 (0.243) −0.007 (0.010)
Asian 0.056 0.087 (0.282) −0.002 (0.012)
Other race 0.036 0.057 (0.231) −0.013 (0.009)

Political Party
Democrat 0.624 (0.485) −0.003 (0.020)
Republican 0.027 (0.163) 0.013 (0.007)
Other 0.349 (0.477) −0.010 (0.020)

Mental Health at Baseline
Moderate or severe anxiety 0.316 (0.465) 0.020 (0.020)
Likely major depressive disorder 0.261 (0.439) 0.004 (0.018)

Sample Size
N — 955 1,429

Notes: This table presents demographic characteristics of our sample, compares them to the US adult population, and reports differences
between our Waitlist control group and the License treatment group at randomization. Demographics for the US adult population
come from the 2019 American Community Survey. The License group contains more individuals in the $35,000-$74,999 household
income range, and reporting a Republican political affiliation. In Figures B.2, B.3, B.4, and B.5 we present specifications adjusting for
potential imbalance using debiased machine learning and show that our main conclusions do not change.
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Table 2: App Usage and Effects of Usage Incentives in Short and Medium-Term

Mean Usage Effect of Incentives

No Incentives Any Incentives Short Incentives Long Incentives Any Incentive Long Incentive
vs. None vs. Short

(1) (2) (3) (4) (5) (6)

Any Session by Day 16 0.80 0.89 0.89 0.90 0.09 0.01
(0.40) (0.31) (0.32) (0.31) (0.02) (0.02)

Sessions by Day 16 11.03 15.05 13.79 16.30 4.02 2.52
(13.30) (14.09) (13.60) (14.46) (0.76) (0.91)

Minutes by Day 16 94.99 142.98 130.94 154.96 47.99 24.01
(175.08) (220.19) (192.13) (244.57) (10.73) (14.25)

At Least 4 Days by Day 16 0.54 0.75 0.76 0.75 0.21 −0.01
(0.50) (0.43) (0.43) (0.43) (0.03) (0.03)

At Least 10 Days by Day 16 0.20 0.33 0.24 0.42 0.12 0.18
(0.40) (0.47) (0.43) (0.49) (0.02) (0.03)

Any Session Between Days 21-60 0.56 0.61 0.61 0.61 0.05 0.00
(0.50) (0.49) (0.49) (0.49) (0.03) (0.03)

Sessions Between Days 21-60 11.14 9.63 10.23 9.03 −1.52 −1.20
(24.81) (21.89) (24.26) (19.26) (1.34) (1.42)

Minutes Between Days 21-60 153.07 148.22 166.18 130.33 −4.85 −35.86
(406.23) (458.48) (559.83) (327.46) (23.80) (29.74)

N 2384

Notes: This table presents usage statistics of the app licenses given to participants in the License Treatment group. The top panels
gathers usage statistics related to the period when incentives are in effect, while the bottom panel describes usage past the incentivization
period.

• The No Incentives column presents means of various usage statistics and their standard deviations among participants who
received access to the app but no further usage incentive. Any Incentives reports the same, pooling the Short Incentives and
Long Incentives treatment groups. We presented these groups separately in columns 3 and 4.

• The Effect of Incentives columns report estimates of the effect of receiving either Incentives treatment on usage estimated as β2
in Equation 1, and the marginal effect or Long Incentives relative to Short Incentives only, estimated as β3 in Equation 2.

• “At Least N Days by Day 16” is a dummy for having used the app for at least 10 minutes on at least N separate days in the first
16 days after receiving the license. “At Least 4 Days by Day 16” is the criterion to receive a $15 bonus in the Short Incentives
treatment, while “At Least 10 Days by Day 16” is the criterion to receive a $15 bonus in the Long Incentives treatment.
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Table 3: Effects of App Access and Usage Incentives on Mental Health

Two Weeks Four Weeks Three-Four Months

Index Anxiety Depression Stress Index Anxiety Depression Stress Anxiety Depression
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

A. Pooling Arms
Any App Access −0.366 −0.370 −0.326 −0.391 −0.434 −0.456 −0.377 −0.467 −0.233 −0.157

(S.E.) (0.035) (0.039) (0.041) (0.049) (0.037) (0.040) (0.040) (0.051) (0.048) (0.050)

Any Usage Incentive −0.073 −0.064 −0.076 −0.072 −0.046 −0.062 −0.045 −0.013 −0.016 −0.032
(S.E.) (0.036) (0.039) (0.041) (0.051) (0.037) (0.040) (0.039) (0.052) (0.046) (0.049)

B. Separating Treatment Arms
Cash Transfer 0.014 0.038 −0.011 0.082 0.049 0.083 0.029 0.112 0.075 0.001

(S.E.) (0.037) (0.044) (0.046) (0.054) (0.041) (0.047) (0.049) (0.056) (0.058) (0.059)

App Access Only −0.359 −0.351 −0.332 −0.350 −0.409 −0.415 −0.363 −0.411 −0.195 −0.156
(S.E.) (0.039) (0.045) (0.046) (0.056) (0.042) (0.046) (0.047) (0.057) (0.056) (0.059)

Short Incentive −0.435 −0.420 −0.380 −0.451 −0.454 −0.493 −0.380 −0.435 −0.207 −0.174
(S.E.) (0.038) (0.045) (0.045) (0.056) (0.041) (0.045) (0.047) (0.056) (0.054) (0.058)

Long Incentive −0.429 −0.409 −0.436 −0.393 −0.455 −0.461 −0.436 −0.414 −0.215 −0.201
(S.E.) (0.038) (0.043) (0.046) (0.056) (0.041) (0.045) (0.046) (0.056) (0.054) (0.058)

N 2330 2330 2330 2330 2311 2312 2311 2311 2009 2004

Notes: This table presents estimated Intent-to-Treat effects of offering access to the mindfulness meditation app, as well as usage
incentives, on reported mental illness over time. The estimating equation is Equation 3. We standardize outcomes by subtracting
the Waitlist group mean and dividing by the Waitlist standard deviation, so that effects are in standard deviation units relative to a
control mean of zero. We elicit symptoms of mental illness using common psychometric scales. Lower numbers indicate fewer or less
severe symptoms. At four days, seven days, and eleven days we report anxiety using the GAD-2 scale. At two and four weeks we
report an index that averages anxiety (GAD-7), depression (PHQ-8), and stress (PSS-10), after separately standardizing each score.
At three-four months we report anxiety (GAD-7). Panel A is our preferred specification, combining the Long Incentives and Short
Incentives treatment arms. The omitted category combines the Pure Waitlist and Waitlist Cash Transfer groups. Panel B separates
the two incentive groups, in line with our pre-analysis plan. The omitted category is the Pure Waitlist group.
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Table 4: Impacts of App Access, Immediate Meditation and Stressful Treatment on Earnings in the Proofreading Task

Stressed Proofreading Earnings
(1) (2) (3) (4) (5)

App Access −0.171 0.012 0.017 0.016 0.017
(S.E.) (0.054) (0.005) (0.006) (0.007) (0.009)

App x Immediate Meditation 0.022 −0.011 −0.002
(S.E.) (0.055) (0.006) (0.008)

Stressful Task 1.094 −0.004 −0.004
(S.E.) (0.053) (0.008) (0.008)

Stressful x App 0.229 −0.009 0.000
(S.E.) (0.087) (0.010) (0.012)

Stressful x App x Immediate 0.222 −0.018
(S.E.) (0.101) (0.012)

Control Mean 1.966 0.879 0.879 0.884 0.884
(S.D.) (1.083) (0.135) (0.135) (0.132) (0.132)

N 2257 2257 2257 2257 2257

Notes: This table presents the effect of app access, incentives to meditate immediately before the task, and assignment to the Stressful
Task on earnings in the proofreading task, expressed as percentage of the maximum possible amount. As a “first stage” of the Stressful
task, we present effects on self-reported feelings of being stressed before completing the proofreading task, estimated using Equation
7. We then estimate effects of access to the app, immediate meditation incentives and of the stressful task, as well as its interaction
with the former, using regressions presented in Equation 4 (column 2), Equation 5 (column 3), Equation 6 (column 4) and Equation 7
(column 5).
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Table 5: Effects of App Access and Immediate Meditation Incentives on Performance in Stroop Test

Earnings Errors Time Spent
(1) (2) (3) (4) (5) (6)

App Access 0.001 0.003 −0.033 −0.084 0.179 −0.006
(S.E.) (0.004) (0.005) (0.123) (0.145) (0.337) (0.400)

App x Immediate Meditation −0.004 0.100 0.371
(S.E.) (0.006) (0.150) (0.438)

Control Mean 0.741 0.741 1.439 1.439 67.817 67.817
(S.D.) (0.125) (0.125) (3.156) (3.156) (9.051) (9.051)

N 2256 2256 2256 2256 2256 2256

Notes: This table details the treatment effects of offering access to the app and incentives to use it immediately before the experimental
decision-making session, on the number of errors made in the Stroop test as well as the total time spent on it. Earnings is a each
participant’s total reward, measured as a proportion relative to the largest award earned. For example, the control mean of 0.741
implies that the participants in the control group earned on average 74.1% as much as the highest-earning participant overall. Errors
refers to the total number of mistakes a participant made, either by selecting the wrong answer or letting time elapse. Time Spent
refers to the total time, in seconds, a participant spent on the test.
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Table 6: Impacts of App Access, Immediate Meditation and Stressful Treatment on the Certainty Premium

Stressed Certainty Premium
(1) (2) (3) (4) (5)

App Access −0.070 −0.005 −0.006 −0.034 −0.022
(S.E.) (0.051) (0.013) (0.015) (0.018) (0.021)

App x Immediate Meditation 0.062 0.002 −0.025
(S.E.) (0.052) (0.017) (0.023)

Stressful Task 0.352 −0.037 −0.037
(S.E.) (0.050) (0.019) (0.019)

Stressful x App 0.023 0.060 0.032
(S.E.) (0.077) (0.026) (0.030)

Stressful x App x Immediate 0.187 0.056
(S.E.) (0.088) (0.033)

Control Mean 2.032 0.143 0.143 0.163 0.163
(S.D.) (1.040) (0.298) (0.298) (0.308) (0.308)

N 2257 2247 2247 2247 2247

Notes: This table presents the effect of the Stressful Task on the certainty premium, estimated in the Risk Choices module. As a “first
stage” of the Stressful task, we present effects on self-reported feelings of being stressed before completing the risk choices, estimated
using Equation 7. We then estimate effects of access to the app, immediate meditation incentives and of the stressful task, as well as
its interaction with the former, using regressions presented in Equation 4 (column 2), Equation 5 (column 3), Equation 6 (column 4)
and Equation 7 (column 5).

• “Stressed” are the standardized self-reported answers to a Likert scale asking how the participants feel right now, between the
second dose of the Stressful task and the Risk Choices module. The lowest number corresponds to the answer “Very calm, very
relaxed” and the highest number corresponds to “Very upset, very stressed”.

• The Certainty Premium is constructed using the switching points in two multiple-price lists as in Callen et al. (2014). The
first elicits the probability Pcertainty that makes a participant indifferent between a lottery that pays $30 with probability
Pcertainty and $0 otherwise, and a certain $10. The second multiple price list elicits the probability Puncertainty that makes a
participant indifferent between a lottery that pays $30 with probability Puncertainty and $0 otherwise, and a lottery paying $10
or $30 with equal probability. Certainty Premium is then obtained by assuming expected utility in each of the two decisions
above, assuming u(30) = 1 and u(0) = 0, deriving the implied value of u(10) for each of the two decisions and taking CP =
ucertainty(10) − uuncertainty(10). We also present effects on the individual components of the Certainty Premium, Pcertainty and
Puncertainty, in Table B.7.
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Appendix

A Model and Proofs

We represent the agent’s attention as a vector m where mi ∈ [0, 1] represents the attention paid
to the attribute xi. Given an attention vector, the agent estimates attributes to be

x̂(x,m) =
(
m1x1 + (1−m1)x

d
1, . . . ,mnxn + (1−mn)xdn

)
.

The agent then takes the action that maximizes her utility, given her reading of the situation x(m).

a(x,m) = arg max
a

u(a, x̂(x,m)).

Attention Allocation Problem. Exerting the attention vector m is costly. The agent opti-
mally select her attention vector to solve:

m∗ = arg max
m

E [u(a(x,m), x)]− C(m), (A.1)

where the expected value is with respect to x, C(m) is the cost of attention. To model that attention
paid to different dimensions are substitutes, we assume C(m) = κ (

∑
imi)

2, with κ ≥ 0 an attention
cost parameter.35

True and Distorted Preferences. We now specify a set of utility functions for the agent.
We assume that the attributes vary along two dimensions, x = (x1, x2), where x1 are the relevant
attributes of the decisions, and x2 are irrelevant, distracting attributes such as passing thoughts or
emotions of the agent at that time. The agent’s welfare-relevant preferences are given by the utility
function

u(a, x) = −(a− x1)2,

that is, the agent tries to match the value of the attribute x1. Instead, an agent with emotional
naïveté µ solves Equation A.1 and selects a using the following distorted utility function:

ũ(a, x, µ) = −(a− x1 − µx2)2,

incorrectly taking into account the irrelevant attribute x2.
Solving for the Attention Allocation. We can simplify Equation A.1 given the distorted

35Gabaix (2014) aims for tractable solutions for the attention levels, and assumes that attention costs are additively
separable in the dimensions of m. By contrast, our focus is on modeling how attention capture by irrelevant emotions
can reduce attention to the relevant aspects of the problem, and this requires assuming that attention to different
dimensions enter as substitutes in the attention cost function.

54



utility function:

a(x,m) = x̂1 + µx̂2 = m1x1 + (1−m1)x
d
1 + µm2x2 + µ(1−m2)x

d
2

To find m∗, we begin by adding a constant term to the maximand in Equation A.1:

m∗ = arg max
m

E [u(a(x,m), x)− u(a(x, 1), x)]− C(m),

Then, we have that:

E [u(a(x,m), x)− u(a(x, 1), x)]

= E
[
(a(x, 1)− x1 − µx2)2 − (a(x,m)− x1 − µx2)2

]
= E [(a(x, 1) + a(x,m)− 2x1 − 2µx2)(a(x, 1)− a(x,m))]

= E[((1 +m1)x1 + µ(1 +m2)x2 + (1−m1)x
d
1 + µ(1−m2)x

d
2 − 2x1 − 2µx2)

∗ ((1−m1)x1 + µ(1−m2)x2 − (1−m1)x
d
1 − µ(1−m2)x

d
2)]

= E
[(

(1−m1)(x1 − xd1) + µ(1−m2)(x2 − xd2)
)2]

= E
[
((1−m1)(x1 − xd1))2

]
+ E

[
(µ(1−m2)(x2 − xd2))2

]
+ 2µ(1−m1)(1−m2)E

[
(x1 − xd1)

]
E
[
(x2 − xd2)

]
= (1−m1)

2σ21 + µ2(1−m2)
2σ22,

since x1 and x2 have mean xd1 and xd2 respectively, and defining σ2i = E
[
(xi − xdi )2

]
, the variance

of attribute i. To keep derivations light, we then define the weighted variances s1 = σ21 and s2 = µ2σ22.
Replacing the utility and the attention cost functions in Equation A.1, we obtain:

m∗(µ, κ) = arg min
m∈[0,1]2

s1(1−m1)
2 + s2(1−m2)

2 + κ(m1 +m2)
2,

To solve this constrained optimization problem, we introduce Lagrange multipliers associated with
each inequality constraint on m1 and m2, defining the following Lagrangean:

L = s1(1−m1)
2 + s2(1−m2)

2 + κ(m1 +m2)
2 + λ1m1 + λ2m2 + ν1(1−m1) + ν2(1−m2)

Taking the first-order conditions w.r.t. m1 and m2, we obtain:

2s1(m1 − 1) + 2κ(m1 +m2) + λ1 − ν1 = 0 (A.2)

2s2(m2 − 1) + 2κ(m1 +m2) + λ2 − ν2 = 0 (A.3)

Inspecting these conditions reveals the relevant comparative statics:

• Increasing s1 makes the left side of A.2 negative and leaves A.3 unchanged. A corresponding
increase in m1 and decrease in m2 (if possible) will then satisfy the first-order condition.
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• Increasing µ (and therefore s2) makes the left side of A.3 negative but leaves A.2 unchanged.
An increase in m2 and decrease in m1 (if possible) will satisfy the first-order condition.

• Increasing κ shifts the left sides of both equations in the positive direction. The sum m1 +m2

must decrease to satisfy the first-order condition.
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B Supplementary Materials

B.1 PAP Deviations

We now discuss our rationale for modest departures from the pre-registration.

Double/Debiased Machine Learning (DML).

PAP Text: We collect a variety of pre-treatment information from pre-randomization
surveys. In addition to the conventional specifications detailed above, we will report
an additional set of analysis that adjust for these covariates using a double machine
learning approach (Chernozhukov et al., 2018). In particular, because most covariates
we observe are categorical, we will report DML results where we perform partialling out
using (1) regression tree methods (e.g., random forest or gradient boosted trees), and (2)
an ensemble of a penalized linear model and a tree-based method. These exercises will
incorporate all available covariates, including strata fixed effects and pre-treatment mea-
sures of outcomes where available. For each outcome, our preferred DML specification
will be the model that maximizes cross-validated goodness of fit.

Deviation: We pre-registered a double machine learning exercise to assess the sensitivity of our
results to potential covariate imbalance. Our PAP outlines a procedure that (1) performs DML with
a tree-based algorithm and an ensemble method, (2) reports results from the best-fitting of these.
We deviate to present more information in response to common questions: we report results from
both the tree-based method and the ensemble (rather than just the best-fitting one), and also report
results based on penalized regression.

Mindfulness Mediation Analysis.

PAP Text: If FFMQ-15 score is affected, we will conduct mediation analysis on other
affected outcomes.

Deviation: We do not conduct a mediation analysis. In Appendix Table B.10 we find that app
access increases scores on every subscale of the FFMQ-15 scale. Performing a mediation analysis
would require choosing a functional form to relate each subscale to our main outcomes, which we
lack the information to credibly do. While writing our PAP we anticipated effects on some but not
all FFMQ subscales, which would have made this analysis more straightforward. For these reasons,
we do not perform a mediation analysis.
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B.2 Information Avoidance and Aversion to Low-Probability Losses

In this appendix, we describe the design details about how we measure secondary outcomes that
help us narrow down mechanisms through which mindfulness meditation affects behavior. We then
report results.

B.2.1 Measurement

Information Avoidance Individuals have documented tendencies to avoid useful but poten-
tially unpleasant information (Golman et al., 2017), presumably because they would prefer to avoid
facing negative emotions from anticipating and receiving the information. To measure the effects on
information avoidance, we allow participants to opt in to receiving as many of the following links
(presented in a random order) as they want at the end of the survey: (i) a life expectancy calculator
based on simple questions; (ii) risk factors for developing dementia; (iii) the risk of one’s job of being
replaced by automation; and (iv) an individual calculator of financial risk in retirement. To shed
some light on the mechanism behind any effect on information avoidance, we note that mindfulness
meditation may (i) make individuals more or less willing to avoid the possible negative emotions that
they anticipate from the information and (ii) affect individuals’ utility from the future instrumental
value of the information. To help isolate effects from (ii), we design a short, incentivized infor-
mation acquisition game where the information has instrumental value but is emotionally neutral.
Participants are told that they will be able to choose whether to purchase an imaginary stock whose
value is determined by three computerized coin tosses: if at least two coin flips come up as heads,
purchasing the stock will add $2 to their bonus, but if two coins or more come up as tails, the same
amount will be subtracted.

The participants have the option to receive one of three pieces of information. The first is the
outcome of the first coin toss (which makes the purchase decision an easy one for moderate levels of
risk aversion). The second and third are two decision-irrelevant pieces of information: the value of
another bonus they have already received or the age of the oldest tree in the world. This decision is
binding with a small probability: most participants receive all three pieces of information, and we
verify that when they do, there is no difference in the propensity to purchase the stock so that any
difference in the choice of information cannot be explained by different plans to purchase the stock
ex ante.

Small Probability Loss Aversion It has been argued that people sometimes consider a risky
prospect based on how it makes them feel rather than rationally evaluating the possible payoffs and
their probabilities (Loewenstein et al., 2001). In particular, they may focus on the value of the
worst case payoff and decouple outcomes from their associated probabilities, which may correspond
behaviorally to over-weighting small probabilities. Because mindfulness meditation is hypothesized
to help regulate emotions and reduce reactivity to them, we test for effects on the propensity to
refuse a small-stakes bet with excellent expected value but a salient low probability loss: a bet that
earns $1 with a 99 percent probability or loses $10 otherwise. This decision mirrors documented
real-life choices to purchase high-premium insurance against low probability moderate risks (Sydnor,
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2010).
This outcome is designed to be a simple decision rather than a more involved menu because we

are less interested in measuring effects on small probability loss aversion than in generating a proof
of concept that meditation may affect such decisions, and also because the simplicity makes the de-
cision more natural. Given that we measure the uptake of risky prospects with higher probabilities
of similar losses and lower expected value later in the survey, we can identify whether any increased
propensity to refuse this lottery reflects increased sensitivity to small probability loss-framed out-
comes rather than changes in risk preferences.

B.2.2 Results

Effects of Access to the App We first find that app access alone increases the propensity to
avoid small probability, salient losses, but the effect is driven by participants who received incentives
to meditate immediately before the survey. In the absence of an immediate meditation, app access
only does not affect this outcome (column 2, first row). We also find that app access alone has no
effect on unpleasant information avoidance behavior. We do not find evidence of detectable effects
on an index of unpleasant real information avoidance (columns 3 and 4). However, incentives to
meditate immediately before the survey do impact these decisions: we now turn to these immediate
effects.

Immediate Effects of an Incentivized Meditation Session Incentives to meditate at the
beginning of the survey increase the propensity to refuse a small-stakes lottery with high expected
value but salient low probability losses by 5.0 percentage points, from a propensity of 33 percent
among participants with app access who are not incentivized to meditate (Table B.8). This is
unlikely to be driven by a change in risk preferences, since the immediate meditation treatment
does not reduce risk aversion in our other measures that do not make salient the possibility of a
loss. Rather, in line with our model, we interpret this effect as evidence of a temporarily increased
emotional sensitivity.

Finally, as further evidence of this mechanism, the immediate meditation incentives increase
avoidance of emotionally unpleasant information by 3.8 percentage points. The effect is mostly
driven by the piece of information about financial risk in retirement, that participants who received
the immediate meditation treatment are 8.1 percentage points more likely to decline (Table B.9.
However, effects on other pieces of information are directionally similar. As a placebo check, we
do not find a significant effect from the immediate meditation session on the propensity to demand
decision-relevant information in our neutral information demand game (see Section B.2).
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B.3 Balance

A natural concern in any study of causal effects is that estimated treatment effects may reflect
idiosyncrasies of the units being studied, rather than a true effect of the intervention. Table 1
compares treatment and control at baseline, and Appendix Table B.1 extends this comparison to
our followup surveys. As expected, stratified randomization in a large sample is a powerful safeguard
against potential imbalance, and we consider the observed differences between our treatment and
control arms to be small.

However, to investigate the sensitivity of our main findings to potential imbalance, we adopt the
double/debiased machine learning (DML) procedure of Chernozhukov et al. (2018). We choose this
approach to flexibly and systematically account for potential imbalance, rather than taking manually
searching across regression specifications that adjust for various combinations of covariates.

At a high level, this procedure involves using covariates to “explain away” variation in the outcome
and treatment assignment. Any remaining variation in the outcome is demonstrably not due to
variation in observed variables; it must either be due to treatment or to unobserved variables.
In our setting, randomization implies balance on the unobserved variables and suggests that the
remaining variation corresponds to treatment effects.

Economists conventionally make the above argument via linear regressions of the form

Yi = β′Di + γ′Xi + εi,

where Di are treatment variables and Xi are observed covariates. Our double/debiased machine
learning procedure replaces the linear term γ′Xi with a more general function:

Yi = β′Di + f(Xi) + εi.

Adjusting for a flexible f(Xi) requires estimating the conditional expectations E[Y |X] and E[D|X].
We estimate these conditional expectations function three ways:

• Elasticnet: a regularized linear regression, as implemented in the R package glmnet version
4.1-3. We tune the regularization (λ), mixing (α), and relaxation (γ) parameters.

• Gradient-Boosted Trees: an ensemble of decision trees, as implemented in the R package
lightgbm version 3.2.1. We set a learning rate of 0.025 and tune the number of leaves, as well
as the minimum number of observations per leaf.

• Ensemble: a combination of elasticnet and gradient-boosted trees. We train a gradient-boosted
tree model to predict the residuals from an elasticnet regression, tuning each component as
described above.

We present all three methods —particularly the ensemble —to remain relatively agnostic about the
functional form of the conditional expectations.

More explicitly, the procedure involves three steps:
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1. Partition observations into folds for cross-fitting. We divide observations into 10 folds,
using stratified random assignment to improve the comparability of observations across folds.
For a given regression, we construct strata based on all treatment assignment variables, as well
as an indicator for whether the outcome is above its median value. For example, considering
the regression

Anxietyi = β1Licensei + β2AnyIncentivei + f(Xi) + εi,

we define strata based on the full crossing of License×AnyIncentive× 1(Anxiety > Median),
randomly assigning observations within each stratum across the 10 folds.

2. Obtain cross-fitted residuals for the outcome and treatment assignments. That
is, for all observations in fold k, use observations from all the other folds to estimate the
conditional expectation functions for the outcome and for treatment assignment. The cross-
fitted residual is the difference between the observed value of a variable and its conditional
expectation. In general, for the regression:

Yi = β′Di + f(Xi) + εi

we compute:

Y̌i = Yi − Ê−k[i][Yi|Xi] Ďi = Di − Ê−k[i][Di|Xi]

where Ê−k[i] is an estimated conditional expectation, excluding observations in the same cross-
validation fold as observation i.

In all cases where algorithms require tuning, we perform nested cross-validation to select the
tuning parameters (e.g., {λ, α, γ} for elasticnet). For example, suppose we are generating the
cross-fitted residuals for observations in fold 1. We perform a second round of cross-validation
within folds 2 –9 to choose these parameters, and then use all observations in folds 2 –9 to fit
the elasticnet that predicts the conditional mean for observations in fold 1.

3. Regress the residualized outcome on the residualized treatment. Collecting observa-
tion across folds, we estimate the ITT via OLS:

β̂ = argmin
b

n∑
i=1

(Y̌i − b′Ďi)
2

We present DML-adjusted treatment effects in Appendix Figures B.2, B.3, B.4, and B.5. In all
cases, we find that adjusting flexibly for observed covariates has a negligible effect on point estimates
and offers minute improvements in precision. We expect that this is because, in a randomized
experiment, treatment is independent of the covariates leaving little room for omitted variables
bias.
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B.4 Attrition

We attempt to minimize attrition in our study through extensive pre-screening and routine
reminders. Still, some of our participants do not respond to each followup survey. In this section,
we document the extent of attrition, its implications for the internal validity of this study, and finally
present worst-case bounds on treatment effects. We find that participants who don’t respond at two
weeks tended to perform more poorly on the baseline Stroop and proofreading tasks, and those who
don’t respond at three months have higher anxiety scores in the waitlist than in the treatment group.

First, we present the sample size and attrition rates in each of our followup surveys. Table B.2
contains the relevant statistics. Overall attrition at our main two and four week endline surveys
remains below 5 percent, though it is higher in the App Access Group than in the Waitlist.

Attrition always reduces the information available to us, but is particularly concerning if it biases
estimated treatment effects. This may happen if non-respondents differ from respondents overall
(so that treatment effect estimates do not generalize to the entire study population), or differ in
the treatment and control groups (reducing the comparability of the treatment and control groups).
We follow the recommendations in Ghanem et al. (2020) to gauge the possibility of such biases,
comparing the baseline responses for treatment and control participants.

Figure B.6 presents these tests. Each panel presents a test of internal validity for an outcome at
a particular time horizon. We perform these tests separately because attrition may be problematic
for only some outcomes (e.g., if attrition is differential by proofreading performance but not mental
health status), or for only some time horizons (e.g., if long-term attrition is differential by mental
health status, but short term attrition is not).

First, we test whether treatment and control respondents are comparable on average by com-
paring the mean baseline outcomes for treatment and control respondents, as well as for attritors.
Visually, this is a joint comparison of the orange circle against the blue circle, and the orange square
against the blue square. Formally, we fit the regression

Yi =
S∑

s=1

{δs + βsRespondedit}1{Si = s}+ π10AppAccessi + π11AppAccessi × Respondedit + εi

(B.1)

where Yi is a baseline measure of the outcome for a given column. The term Respondedit is an
indicator equal to 1 if respondent i completed the given question at time t. We then test the null
hypothesis π11 = π10 = 0.

Second, we test whether respondents are on average representative of the study population.
Visually, this corresponds to asking whether any of the baseline means differ within a panel. Formally
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we fit the regression

Yi =

S∑
s=1

δs1{Si = s}+ π01Respondedit + π10AppAccessi + π11AppAccessi × Respondedit + εi.

(B.2)

We then test the null hypothesis π01 = π10 = π11 = 0.
As with many identification tests, reading these results requires an appreciation of nuance. While

smaller p-values indicate that attrition is statistically detectable, they do not inform us of the size
of this bias. Conversely, larger p-values only imply that there are no detectable differences between
average outcomes for the groups being compared, not that the sample guarantees valid estimates of
average treatment effects.

We find no strong evidence that attrition should contaminate our study of short-term average
treatment effects on mental health. However, by three to four months attrition is higher among
treatment group participants who began the study with higher self-reported anxiety. We expect
that this makes mindfulness seem more beneficial than it may actually be, on the assumption that
the non-respondents are those who experienced the fewest benefits.

We do find evidence that non-respondents tend to have earned less money on our baseline pro-
ductivity tasks. That said, treatment and control respondents are still comparable to each other.
Put another way, attrition induces selection on productivity, but the selection is similar within the
treatment and control arms. This limits the interpretation of our analysis of productivity to respon-
dents (roughly 95% of participants); we can’t confidently extend these conclusions to the other 5
percent who do not respond.

Finally, we recognize that it is common to bound treatment effects in the presence of attrition.
One popular procedure comes from Lee (2009), and involves manually equalizing the attrition rates in
treatment and control by eliminating the most extreme values from the more responsive group. Under
the assumption that propensity to respond is monotonic in both groups, this allows us to calculate
bounds on the treatment effect. We calculate and present such bounds in table B.3, using Imbens
and Manski (2004)’ approach for estimating confidence intervals for partially identified parameters.
Though we present these bounds, we emphasize that our treatment and control respondents appear
comparable to each other, and that these bounds are worst-case.
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B.5 Usage And Beliefs

B.5.1 Local Average Treatment Effects

Our focus on the Intent to Treat effects in the main text leaves open tempting questions: what
are the effects of mindfulness on those who we induce to meditate? And, how much improvement
does another day of practicing meditation deliver? Formally the first question asks for the local
average treatment effect (LATE) of the app, and the second asks us to draw a dose-response curve
relating time spent meditating to our main outcomes.

We can answer the first question by estimating LATE using two-stage least squares. Drawing the
dose-response curve is more involved. In principle, we can use comparisons between our incentive
arms to sketch the relationship between time meditating and the outcomes. Our short incentives
and especially our long incentives increase time spent meditating above the app-only arm, so this
exercise effectively involves comparing the average time spent meditating and change in outcomes
for each of the treatment groups.

However, there are several reasons that outcomes may differ across our incentive arms:

1. Complier variation. Each incentive arm may induce meditation from a different group of
individuals, and effects may vary by group. For example, suppose participants know the effect
meditation will have on them personally. In this case, those who meditate will be the ones
for whom the benefit outweighs the cost. Cash incentives will then induce meditation from
participants who expect smaller benefits.

2. Type of meditation. Headspace offers a variety of modules, and each incentive arm may
induce participants to explore a different set of meditation offerings. For example, offering
incentives for 10 days of meditation may encourage participants to choose a 10-day module, if
they believe it will be easier to maintain commitment with such a course.

3. Amount of meditation. If meditation has cumulative effects, then inducing more (less)
meditation should induce larger (smaller) treatment effects.

So, to determine whether we can draw a dose-response curve, we first need to ask whether
compliers are comparable across incentive arms, and whether they engage in different kinds of
meditation.

We find that compliers for each treatment arm are similar to each other at two and four weeks
after intervention, before waitlist participants receive the app. However, cash incentives appear to
increase take-up of “Basics” and “Everyday Headspace” modules, and decrease take-up of modules
that aid in falling asleep.

Characterizing compliers is straightforward before the waitlist participants receive the app. We
assume one-sided noncompliance: that participants use the app only after we grant them access to
it. Under this assumption, compliers are simply those who have any recorded meditation sessions
in our administrative data. Figure B.7 presents baseline characteristics for compliers. Compliers in
each study group are highly similar to each other. This is unsurprising given high take-up in these
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arms: with over 80% of participants in each arm using the app in the first four weeks, there is little
room for these populations to differ.

Next, we investigate whether the incentive arms induced different types of meditation. To mea-
sure this, we divide Headspace sessions into categories based on how they are presented in the app.
This corresponds roughly to the menus or search terms a user would use to access the session.

Headspace categorizes its sessions into various groups. For example, the “Basics” group is de-
signed to introduce users to the core tenets of mindfulness. Figure B.8 presents the share of each
study arm’s meditation sessions that fall into several prominent groups. We find some heterogeneity:
the app access groups (and especially the incentive groups) were more prone to use Basics and Ev-
eryday Headspace sessions more than the Waitlist groups, who tended to use sleep-focused sessions
and assorted mindful activities, such as deep breathing.

Tables B.14, B.15, and B.16, present the TSLS estimates of LATE considering different definitions
of the endogenous variable. Our second-stage regression is of the form:

Y post
i = β

(2)
1 Meditation Amounti + δ

(2)
stratum + γ(2)Y pre

i + ε
(2)
i . (B.3)

The endogenous regressor Meditation Amounti measures the amount of meditation respondent i
had completed before the survey. We use the superscript (2) to distinguish these coefficients from
their analogs in our first-stage equation, which instruments for meditation amount using treatment
assignment:

Meditation Amounti =β
(1)
1 App Access Onlyi + β

(1)
2 Short Incentivesi + β

(1)
3 Long Incentivesi

+ δ
(1)
stratum + γ(1)Y pre

i + ε
(1)
i .

(B.4)

Because we assume one-sided compliance during the first four weeks of the study, all estimates in
this period involve scaling the ITT estimates by the extent of compliance: the share of people who
meditate at all, the number of days per week that they meditate, or the number of minutes per day
that they meditate.

We prefer to focus on the first estimate, and to interpret it as the average treatment effect
among compliers. It’s tempting to read the estimates in Tables B.15 and B.16 as the marginal effect
of another day’s meditation or another 10 minutes of meditation. However, we stress that these
estimates are linear approximations to the true relationship between meditation and well-being,
which may be highly nonlinear. For example, treatment effects could follow a sigmoid shape where
initial sessions have a smaller marginal effect (as a user is learning the skill), as do final sessions
(once the user attains mastery). We lack exogenous variation to make plausible claims about time
spent meditating.

B.5.2 Beliefs and Valuation

We now briefly discuss how participants’ attitudes towards mindfulness evolve over the course of
the study. This subsection contains three secondary analyses from our pre-analysis plan: changes in
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willingness to pay for an extension of the meditation license, predictions about the average treatment
effect in the study, and subjective ease of practicing meditation. We find that treatment group
reports greater ease of meditation and a short-term increase in valuation of the app, but grows less
optimistic about the effects of meditation with time.

These outcomes discussed here during our short SMS surveys 4, 7, and 11 days after randomiza-
tion, and during our endline survey at 30 days after randomization. Specifically:

• We elicit participants’ willingness to pay for a 3-month extension of their license using a prob-
abilistic Becker-Degroot-Marschak mechanism. Participants can report valuations between $0
and $100 on a sliding scale. This question appears on surveys at baseline, as well as post-
randomization at 4, 7, 11, and 30 days. We implement the mechanism with 1% probability per
participant, selecting one of their responses uniformly at random after excluding any missing
values.

• To measure subjective treatment effects, we ask participants to consider a hypothetical sce-
nario. We instruct them to consider 10 other randomly selected participants who report anxiety
symptoms at the beginning of the study. Then, we ask them to predict how many of these
10 would report anxiety in 3 weeks if they did not receive a Headspace license (“control”), as
well as if they did receive the license and used it for 5 or more days per week (“treatment”).
Finally, we calculate participants’ subjective treatment effect as the treatment-minus control
improvement, which is an integer ranging from -10 to 10.

These questions appear at baseline, as well as 4, 7, 11, and 30 days post-randomization. In all
post-baseline elicitations, we remind participants of their previous responses and present an
opportunity to update them.

• We measure ease of meditation along two dimensions: finding time and space to meditate, and
focusing on meditation for 10 minutes given the right time and place.

These questions informally separate difficulties with forming habits in general from those with
a meditation habit specifically. First we ask participants,“In your experience so far, how easy
or difficult is it to find a good time and space to meditate?” They may respond on a scale
from 0 (“very difficult”) to 10 (“very easy”). We treat this as an integer between 0 and 10.
Next we ask, “If you had the right time and space, how easy or difficult would it be to focus
on meditating for 10 minutes without quitting?” Participants may respond with one of five
choices: any of the four combinations of “very/somewhat difficult/easy”, or “I don’t know—I
have not been meditating”. We focus on the proportion of participants reporting that it is
“easy” or “very easy” to find time and space to meditate.

These questions appear 4, 7, 11, and 30 days post-randomization, but only for participants
who received immediate access to the meditation app.

To estimate treatment effects on willingness to pay and subjective treatment effects these quan-

67



tities, we perform regressions of the form

Yit = δstratum + β1AppAccessi + β2AnyIncentiveiεit (B.5)

where Yist is the outcome for respondent i at time t, δstratum are stratum fixed effects, and εit is an
error clustered at the respondent level. The remaining terms are indicators for receiving a Headspace
license, and for receiving any incentives to meditate in the two weeks after randomization. Because
we only elicit ease of meditation for participants who receive immediate app access, when we estimate
effects on ease of meditation we perform regressions of the form

Yit = δstratum + β1AnyIncentivei + β2LongIncentiveiεit (B.6)

where all terms are as before, and LongIncentivei is an indicator for receiving an incentive to meditate
on 10 out of the first 14 post-randomization days.

We find that receiving access to the app increases willingness to pay for a license extension at 4,
7, and 11 days after randomization (Table B.11, row 2, columns 2–4). Effects are largest early on,
at roughly 8% of the control mean, and decay to become indistinguishable from zero by 30 days.
We find a smaller but similar trend among participants who receive a cash transfer but remain on
a waitlist. By contrast, participants on the Pure Waitlist report no average change in WTP while
waiting for the license.

Participants in the treatment groups revise their predicted treatment effects modestly downward
over the course of the study. At the outset respondents predict that in a group of 10 participants
with anxiety, consistent weekly meditation for three weeks would reduce anxiety for 3.5 more people
than would naturally remit. This number remains stable in the Pure Waitlist and Cash Transfer
groups. By the 30-day mark, each of the treatment groups has grown more pessimistic, revising
their treatment effects down by roughly 10-15% of their initial guess (Table ??, rows 2–4, column
5). These updates emerge earliest and are largest for the Long Incentives group, though they are
apparent in the App Only and Short Incentive groups as well.

By the end of the study, participants tend to view meditation as an easier activity than when
they started. They report similar or higher levels of ease with finding time and space to meditate, as
well as focusing on meditation during sessions. The short incentives, which encourage participants to
meditate on 5 out of the 14 post-randomization days, increase reported ease along both dimensions.
This suggests that while practice increases the ease of meditation, participants’ natural choice of
meditation frequency leaves room for further low-cost practice. That said, it appears possible to
push people too hard. The long incentives group, whom we encourage to meditate on 10 out of the
14 post-randomization days, report that it is harder to find time or space to meditate than does the
short incentives group. These additional sessions they perform provide no increased ease of focus.
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B.6 Multiple Hypothesis Testing

We test a number of hypotheses in this project, ranging from whether incentives form long-term
meditation habits (unlikely), to whether mindfulness improves mental health (likely), and whether
mindfulness alters the effects of stress on decision making (potentially). As the number of null
hypotheses we test increases, so too does the chance that we spuriously reject one of them. In this
subsection we present a multiplicity correction to assess the robustness of our main hypothesis tests
to concerns about multiple testing. At conventional significance levels, we find that the ITT effect
of the app on mental health and proofreading performance are robust to correcting for multiplicity.

We follow the procedure from Romano and Wolf (2016), which asymptotically controls the prob-
ability of falsely rejecting one null hypothesis within a set of tested hypotheses. By using bootstrap
resampling to estimate the joint sampling distribution of the test statistics in question, this proce-
dure attains higher power than approaches like the Bonferroni or Bonferroni-Holm corrections. The
corrected p-values we present are based on 1, 999 resamples, respecting stratified random assignment.

In keeping with our pre-analysis plan, we group outcomes into families based on the Key Con-
trasts we pre-specify. These are (1) the effects of incentives on habit formation, (2) the effects of
mindfulness on mental health, and (3) the effects of mindfulness on attention allocation. Column 4
of Table B.17 contains p-values that are adjusted for multiple testing within these families.

However, the second and third families each contain two distinct questions. For mental health,
these are whether there is an ITT effect of offering the app, and whether incentives deliver benefits
on top of simply providing the app. For productivity, these are whether there is an ITT effect,
and whether app users react differently to stress than the waitlist group. Column 3 of Table B.17
presents a more lenient multiplicity correction, within each of these subfamilies.36

Thus, a reader concerned only with the question, “does app access improve mental health?” can
consult Column 2; a companion of theirs interested in both this effect and the effect of incentives on
mental health could consult Column 3. Finally, for those who wish to apply multiplicity corrections
to all of our main claims, Column 4 presents p-values adjusted for all the tests in the table.

In analyzing the productivity outcomes, we exclude users who received an incentive to meditate
immediately. This is not to chase small p-values: Table 6 shows larger differences in emotional
interference between immediate meditators and the waitlist control, implying that including them
would produce a larger effect and smaller p-value. Instead this is for conceptual coherence: comparing
the control group to the treatment group without immediate meditation incentives captures the effect
of practicing meditation on the stress response. We believe this is a more relevant hypothesis than
that of whether meditating has short-term effects on decision making.

Correcting for multiplicity does not alter our main findings: app access improves mental health
from 2 weeks to three months (rows 3-5) as well as proofreading performance (row 9), but not Stroop
scores (rows 11-12); incentives cause no long-term change in meditation behavior or mental health
(rows 1-2, 6-9); and we lack conclusive evidence to make claims about emotional interference (rows
13-15).

36Note that columns 3 and 4 are identical for the Habit Formation family, since it contains just one subfamily.
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B.7 Appendix Figures

Figure B.1: Example of Facebook and Instagram Ads Used for Recruitment

Notes: This figure shows examples of ads that were used to recruit participants for the study. A variety of images
were used, with the most effective being automatically selected to be distributed more widely. The ad text was always
the same.
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Figure B.2: Short-term Effects of App Access and Usage Incentives on Anxiety (Adjusting for
Covariates with Double/Debiased Machine Learning)
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Notes: This figure presents intent-to-treat estimates analogous to those in Panel A of Table 3, adjusting for potential
covariate imbalance using double/debiased machine learning. Appendix B.3 describes this procedure in detail. The
outcomes are standardized scores of reported anxiety. Anxiety is measured using GAD-2, i.e. the first two items of the
GAD-7 scale, a standard psychometric scale commonly used in clinical psychology evaluations. Scores are centered
and scaled relative to the control group mean and standard deviation in each period. The regression specification
is a generalization of Equation 3 to Y post

i = β1AppAccessi + β2AnyIncentivei + f(Xi) + εi, where Xi are covariates
that include randomization strata, pre-randomization measures of the outcome if available, as well as other pre-
randomization covariates. The layout of the figure mirrors the layout of the Table 3, Panel A. In each panel, the black,
leftmost point and interval represents an estimate and 95% confidence interval for β1 (top row) or β2 (bottom row)
from Table 3. The remaining points present the double/debiased machine learning estimates of the same parameters,
using 10-fold cross validation and one of three algorithms: elasticnet, gradient boosted trees, and an ensemble of the
two. The ensemble uses gradient-boosted trees to predict residuals from elasticnet.
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Figure B.3: Impacts of App Access, Immediate Meditation, and Stressful Treatment on Earnings in
the Proofreading Task (Adjusting for Covariates with Double/Debiased Machine Learning)
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Proofreading Earnings

Notes: This figure presents intent-to-treat (ITT) estimates analogous to those in Table 4, adjusting for potential
covariate imbalance using double/debiased machine learning. Appendix B.3 describes this procedure in detail. The
regression specifications are generalizations of Equations 4, 5, 6, 7, replacing the terms δstratum + γY pre

i with f(Xi),
a potentially nonlinear function of an extended set of covariates. The layout of the figure mirrors the layout of the
Table 4. In each panel, the black, leftmost point and interval represents an ITT estimate and 95% confidence interval
after adjusting linearly for randomization strata and the pre-randomization outcome. The remaining points present
the double/debiased machine learning estimates of the same parameters, using 10-fold cross validation and one of
three algorithms: elasticnet, gradient boosted trees, and an ensemble of the two. The ensemble uses gradient boosted
tree model to predict residuals from elasticnet.
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Figure B.4: Impacts of App Access, Immediate Meditation, and Stressful Treatment on the Certainty
Premium (Adjusting for Covariates with Double/Debiased Machine Learning)
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Notes: This figure presents intent-to-treat (ITT) estimates analogous to those in Table 6, adjusting for potential
covariate imbalance using double/debiased machine learning. Appendix B.3 describes this procedure in detail. The
regression specifications are generalizations of Equations 4, 5, 6, 7, replacing the terms δstratum + γY pre

i with f(Xi),
a potentially nonlinear function of an extended set of covariates. The layout of the figure mirrors the layout of the
Table 6. In each panel, the black, leftmost point and interval represents an ITT estimate after adjusting linearly for
randomization strata and the pre-randomization outcome. The remaining points present the double/debiased machine
learning estimates of the same parameters, using 10-fold cross validation and one of three algorithms: elasticnet,
gradient boosted trees, and an ensemble of the two. The ensemble uses gradient boosted trees to predict residuals
from elasticnet.
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Figure B.5: Impacts of App Access, Immediate Meditation, and Stressful Treatment on Avoidance of
Low Probability Losses and Unpleasant Information (Adjusting for Covariates with Double/Debiased
Machine Learning)

Avoid Loss Avoid Unpleasant
Info

(1) (2) (3) (4)

A
pp

 A
cc

es
s

A
pp

 x
 Im

m
ed

ia
te

M
ed

ita
tio

n

−0.05

0.00

0.05

0.000

0.025

0.050

0.075

0.100

E
stim

ated E
ffect

Algorithm OLS (Pre−Measures + Strata) DML: Elasticnet DML: Gradient Boosted Trees DML: Ensemble (Elasticnet + Trees)

Notes: This figure presents intent-to-treat (ITT) estimates analogous to those in Table B.8, adjusting for potential
covariate imbalance using double/debiased machine learning. Appendix B.3 describes this procedure in detail. The
regression specifications are generalizations of Equations 4 and 5, replacing the terms δstratum + γY pre

i with f(Xi), a
potentially nonlinear function of an extended set of covariates. The layout of the figure mirrors the layout of the Table
B.9. In each panel, the black, leftmost point and interval represents an ITT estimate and 95% confidence interval after
adjusting linearly for randomization strata and the pre-randomization outcome. The remaining points present the
double/debiased machine learning estimates of the same parameters, using 10-fold cross validation and one of three
algorithms: elasticnet, gradient boosted trees, and an ensemble of the two. The ensemble trains a gradient boosted
tree model to predict residuals from elasticnet.
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Figure B.6: Tests for Internal Validity Given Attrition
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Notes: This figure presents tests of the internal validity of this study, following the recommendations of Ghanem et
al. (2020). Each facet investigates the potential role of differential attrition in generating bias in the analysis of a
particular outcome at a particular time. Points and interval represent the baseline mean and a 95% confidence interval
for the mean for participants in the waitlist (orange) or treatment (blue), who either responded (solid circles, at left)
or failed to respond (hollow squares, at right) to an outcome elicitation at the given point in time. A comparison
of the two circles roughly corresponds to testing whether survey respondents are comparable to each other; that is,
whether attrition biases main analyses of effects on the subpopulation that responds to our survey. A comparison
of all four means in each panel roughly corresponds to testing whether attrition biases estimates of treatment effects
on the entire study population, including nonrespondents. We provide p-values for formal tests of these hypotheses,
based on Equations B.1 (validity for respondents) and B.2 (validity for study population) in each facet. Rejecting a
null hypothesis corresponds to finding evidence that attrition induces bias into treatment effect estimates either for
the respondent population, or the entire study population.
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Figure B.7: Complier Characteristics

(a) Compliers at Two Weeks
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(b) Compliers at Four Weeks

Politics Race/Ethnicity Sex
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Notes: This figure presents average characteristics for compliers in each treatment arm at two weeks after random-
ization (Panel A) and four weeks after randomization (Panel B). Within each panel, each facet describes a different
baseline characteristic. Points represent the sample mean, and intervals represent 95% confidence intervals. To gen-
erate this figure, we assume that participants in the Waitlist group are not using the Headspace app. Compliers are
then defined as individuals in the treatment arms who have used the app at least once.
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Figure B.8: Session Types
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Notes: This figure presents the composition of Headspace app sessions each treatment group engaged in during
their three months of app access. We derive the categories from the classification of these sessions in the app.
Meditation sessions are guided or unguided recordings that teach mindfulness, either in general or in a specific context
(e.g., handling stress at work). Sleep sessions are meant to help users fall asleep through a combination of guided
meditation, background noise, or a combination of these. Mindful activities include deep breathing and walking.
Videos contain a variety of content, ranging from natural environments (e.g., a river or savanna) to inspirational
material. Uncategorized sessions were those with missing metadata, making them impossible to place into a category.
Background Noise includes music and ambient noise, typically to accompany work or other focused tasks. Advice
sessions are short recordings that relate to common problems (e.g., obsession, procrastination). Fitness sessions involve
an activity like walking, running, or dance, but are not tagged as a “Mindful Activity” by Headspace. Kids sessions
are targeted at teaching mindfulness to children.
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Figure B.9: Self-reported Meditation on Non-Headspace Channels
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Notes: This figure presents rates of self-reported meditation outside of the Headspace the joint distribution of baseline
anxiety scores (GAD-7) and beliefs about the effectiveness of meditation at reducing anxiety. We elicit beliefs about
treatment effects by asking participants to forecast changes in anxiety levels among others, comparing groups who
do and do not receive app access. Specifically, we ask each participant to (1) consider a hypothetical random sample
of 10 other participants with high anxiety, (2) predict the number who would report high anxiety in 3 weeks if they
did versus did not receive app access. The expected treatment effect is the difference in these forecasts. Points in
the figure represent individual respondents, with random noise added to x-values to reduce overplotting. Squares
present conditional means, and vertical bars give 95% confidence intervals. With the exception of a few participants
who report no symptoms of anxiety and more skpeticism about treatment effects, there is no systematic relationship
between anxiety and beliefs about the efficacy of mindfulness.
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Figure B.10: Prior Beliefs about Mindfulness Efficacy, by Baseline Anxiety Score
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Notes: This figure presents the joint distribution of baseline anxiety scores (GAD-7) and beliefs about the effectiveness
of meditation at reducing anxiety. We elicit beliefs about treatment effects by asking participants to forecast changes
in anxiety levels among others, comparing groups who do and do not receive app access. Specifically, we ask each
participant to (1) consider a hypothetical random sample of 10 other participants with high anxiety, (2) predict the
number who would report high anxiety in 3 weeks if they did versus did not receive app access. The expected treatment
effect is the difference in these forecasts. Points in the figure represent individual respondents, with random noise
added to x-values to reduce overplotting. Squares present conditional means, and vertical bars give 95% confidence
intervals. Except for a few participants who report no symptoms of anxiety and more skpeticism about treatment
effects, there is no systematic relationship between anxiety and beliefs about the efficacy of mindfulness.
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B.8 Appendix Tables
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Table B.1: Balance Table

Baseline Two-Week Mental Health Two-Week Economic Decisions Four-Week Followup

US Adults Waitlist Group App Group Waitlist Group App Group Waitlist Group App Group Waitlist Group App Group
Mean Mean (St. Dev.) Diff. (St. Err) Mean (St. Dev.) Diff. (St. Err) Mean (St. Dev.) Diff. (St. Err) Mean (St. Dev.) Diff. (St. Err)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17)

Age Group
18-29 0.213 0.202 (0.402) −0.010 (0.017) 0.201 (0.401) −0.010 (0.017) 0.203 (0.403) −0.009 (0.017) 0.202 (0.402) −0.009 (0.017)
30-39 0.172 0.204 (0.403) 0.014 (0.017) 0.206 (0.404) 0.015 (0.017) 0.204 (0.403) 0.014 (0.017) 0.207 (0.406) 0.012 (0.017)
40-49 0.158 0.250 (0.433) −0.010 (0.018) 0.252 (0.435) −0.009 (0.018) 0.256 (0.437) −0.013 (0.019) 0.253 (0.435) −0.012 (0.018)
50-59 0.163 0.209 (0.407) −0.016 (0.017) 0.210 (0.408) −0.018 (0.017) 0.208 (0.406) −0.017 (0.017) 0.208 (0.406) −0.016 (0.017)
60-69 0.150 0.109 (0.312) 0.016 (0.013) 0.106 (0.308) 0.015 (0.013) 0.106 (0.308) 0.018 (0.014) 0.106 (0.308) 0.019 (0.013)
70+ 0.143 0.025 (0.157) 0.006 (0.007) 0.024 (0.154) 0.006 (0.007) 0.023 (0.149) 0.008 (0.007) 0.024 (0.152) 0.006 (0.007)
Female 0.492 0.848 (0.359) 0.019 (0.015) 0.848 (0.359) 0.018 (0.015) 0.851 (0.356) 0.014 (0.015) 0.850 (0.357) 0.019 (0.015)
Education
No Bachelor’s degree 0.640 0.215 (0.411) −0.024 (0.017) 0.213 (0.410) −0.022 (0.017) 0.213 (0.410) −0.019 (0.017) 0.214 (0.410) −0.021 (0.017)
Bachelor’s degree 0.225 0.345 (0.475) 0.019 (0.020) 0.347 (0.476) 0.022 (0.020) 0.346 (0.476) 0.017 (0.020) 0.349 (0.477) 0.014 (0.020)
Graduate or professional degree 0.135 0.441 (0.497) 0.004 (0.021) 0.440 (0.497) −0.001 (0.021) 0.441 (0.497) 0.002 (0.021) 0.437 (0.496) 0.007 (0.021)
Household Size 2.261 2.874 (1.328) −0.086 (0.055) 2.881 (1.329) −0.093 (0.055) 2.888 (1.324) −0.102 (0.056) 2.881 (1.328) −0.090 (0.056)
Household Income
$34,999 or less 0.265 0.231 (0.422) −0.022 (0.017) 0.231 (0.422) −0.022 (0.018) 0.231 (0.422) −0.023 (0.018) 0.231 (0.422) −0.024 (0.018)
$35,000-$74,999 0.293 0.321 (0.467) 0.040 (0.020) 0.322 (0.468) 0.039 (0.020) 0.325 (0.469) 0.035 (0.020) 0.322 (0.467) 0.039 (0.020)
$75,000-$149,000 0.285 0.332 (0.471) −0.034 (0.019) 0.332 (0.471) −0.033 (0.020) 0.329 (0.470) −0.030 (0.020) 0.333 (0.472) −0.031 (0.020)
$150,000 or more 0.157 0.042 (0.200) 0.004 (0.009) 0.042 (0.202) 0.002 (0.009) 0.042 (0.201) 0.001 (0.009) 0.042 (0.200) 0.002 (0.009)
Prefer not to answer 0.073 (0.261) 0.013 (0.011) 0.072 (0.259) 0.014 (0.011) 0.072 (0.259) 0.017 (0.012) 0.073 (0.260) 0.013 (0.011)
Race & Ethnicity
White 0.600 0.834 (0.373) 0.015 (0.015) 0.834 (0.373) 0.013 (0.016) 0.834 (0.373) 0.012 (0.016) 0.835 (0.371) 0.012 (0.016)
Black 0.124 0.023 (0.150) 0.000 (0.006) 0.023 (0.151) −0.001 (0.006) 0.023 (0.149) 0.000 (0.006) 0.024 (0.152) 0.000 (0.006)
Hispanic 0.184 0.063 (0.243) −0.007 (0.010) 0.063 (0.242) −0.006 (0.010) 0.063 (0.243) −0.005 (0.010) 0.064 (0.245) −0.007 (0.010)
Asian 0.056 0.087 (0.282) −0.002 (0.012) 0.088 (0.283) −0.002 (0.012) 0.089 (0.284) 0.000 (0.012) 0.088 (0.283) −0.003 (0.012)
Other race 0.036 0.057 (0.231) −0.013 (0.009) 0.055 (0.228) −0.010 (0.009) 0.055 (0.228) −0.011 (0.009) 0.053 (0.225) −0.009 (0.009)
Political Party
Democrat 0.624 (0.485) −0.003 (0.020) 0.624 (0.485) −0.005 (0.020) 0.626 (0.484) −0.008 (0.021) 0.625 (0.484) −0.006 (0.021)
Republican 0.027 (0.163) 0.013 (0.007) 0.028 (0.164) 0.013 (0.008) 0.027 (0.162) 0.014 (0.008) 0.026 (0.158) 0.016 (0.007)
Other 0.349 (0.477) −0.010 (0.020) 0.349 (0.477) −0.007 (0.020) 0.347 (0.476) −0.006 (0.020) 0.349 (0.477) −0.011 (0.020)
Mental Health at Baseline
Moderate or severe anxiety 0.316 (0.465) 0.020 (0.020) 0.317 (0.466) 0.021 (0.020) 0.318 (0.466) 0.012 (0.020) 0.318 (0.466) 0.016 (0.020)
Likely major depressive disorder 0.261 (0.439) 0.004 (0.018) 0.262 (0.440) 0.003 (0.019) 0.261 (0.439) −0.005 (0.019) 0.261 (0.439) 0.003 (0.019)
Sample Size & Attrition
N — 955 1,429 943 1,388 925 1,336 936 1,377
Attrition rate — — — 1.26% 2.87% 3.14% 6.51% 1.99% 3.64%

Notes: This table is an extension of Table 1 that presents demographic characteristics of the sample with differences between the pooled Waitlist and the
pooled Headspace groups at different stages of the study. Slight imbalances that exists at the randomization stage persist in the later stages, but attrition is
not differential by baseline characteristics.
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Table B.2: Sample Size and Attrition

Baseline Four Days Seven Days Eleven Days Two Weeks Two Weeks Four Weeks Three Months
(Mental Health) (Decision Making)

(1) (2) (3) (4) (5) (6) (7) (8)

Waitlist Group
N 955 938 882 914 943 925 936 817
Attrition Rate 0.018 0.076 0.043 0.013 0.031 0.020 0.145

App Access Group
N 1429 1370 1269 1280 1388 1336 1377 1212
Attrition Rate 0.041 0.112 0.104 0.029 0.065 0.036 0.152

Difference in Rates 0.023 0.036 0.061 0.016 0.034 0.016 0.007
p-value (0.002) (0.005) (<0.001) (0.013) (<0.001) (0.028) (0.663)

Notes: This table presents the number of participants who began each survey, by treatment arm. Attrition is
lowest for the main surveys at sixteen and thirty days, and highest for the three-month followup. Participants
in the License group are detectably less likely to respond to each survey from four days to four weeks, although
differential attrition is small in absolute terms at sixteen and thirty days. Although attrition is more severe at
three months, we obtain similar response rates from both treatment arms.

Table B.3: Bounds on Intent to Treat, Given Attrition

Outcome 95% Confidence Interval

Mental Health Index (at 2 weeks) [-0.441, -0.363]
Mental Health Index (at 4 weeks) [-0.518, -0.409]
Anxiety (GAD-7, at 3-4 months) [-1.250, -0.808]
Proofreading Earnings (% of maximum) [-0.008, 0.020]
Proofreading Time Spend (seconds) [-0.044, 0.156]
Stroop Earnings (% of maximum) [-0.017, 0.008]

Notes: this table presents worst-case bounds on the intent to treat effect of offering a license. We estimate the
identified set using the procedure from Lee (2009), conditioning on randomization strata. This procedure relies
on the assumption that receiving a license has a monotonic effect on attrition within a stratum, either making all
individuals more likely to respond or less likely to respond. Confidence intervals are based on Imbens and Manski
(2004)’s confidence intervals for partially identified parameters.
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Table B.4: Short-term Effects of App Access and Usage Incentives on Anxiety

Four Days Seven Days Eleven Days Two Weeks Four Weeks
(1) (2) (3) (4) (5)

App Access −0.103 −0.162 −0.239 −0.289 −0.394
(S.E.) (0.037) (0.041) (0.040) (0.041) (0.044)

Any Usage Incentive −0.053 −0.029 −0.061 −0.071 −0.060
(S.E.) (0.038) (0.041) (0.041) (0.041) (0.043)

N 2305 2145 2191 2330 2312

Notes: This table presents estimates of Intent-to-Treat effects from offering access to the mindfulness meditation
app, as well as additional usage incentives, on standardized scores of reported anxiety. The estimating equation is
Equation 3. Anxiety is measured using GAD-2, the first two items of the GAD-7 scale, a standard psychometric
scale commonly used in clinical psychology evaluations. Scores are centered and scaled relative to the pooled
Waitlist group mean and standard deviation in each period.

Table B.5: Effects of App Access and Usage Incentives on Symptom Severity Using Score Cutoffs

Two Weeks Four Weeks

Mild or Worse Moderate or Worse Severe Mild or Worse Moderate or Worse Severe
(Score ≥ 5) (Score ≥ 10) (Score ≥ 15) (Score ≥ 5) (Score ≥ 10) (Score ≥ 15)

(1) (2) (3) (4) (5) (6)

A. Anxiety (GAD-7)
App Access −0.151 −0.116 −0.039 −0.228 −0.131 −0.064

(S.E.) (0.023) (0.019) (0.012) (0.024) (0.019) (0.012)

Any Usage Incentive −0.038 −0.034 −0.010 −0.029 −0.020 −0.006
(S.E.) (0.024) (0.018) (0.011) (0.025) (0.017) (0.010)

Control Mean 0.723 0.285 0.094 0.717 0.261 0.100
(Std. Dev) (0.448) (0.452) (0.293) (0.451) (0.439) (0.301)

B. Depression (PHQ-8)
App Access −0.132 −0.139 −0.054 −0.153 −0.136 −0.075

(S.E.) (0.024) (0.020) (0.014) (0.025) (0.020) (0.013)

Any Usage Incentive −0.042 −0.017 −0.011 −0.037 −0.008 0.004
(S.E.) (0.025) (0.020) (0.013) (0.025) (0.019) (0.011)

Control Mean 0.680 0.324 0.119 0.631 0.287 0.115
(Std. Dev) (0.467) (0.468) (0.324) (0.483) (0.453) (0.320)

N 2,330 2,312

Notes: This table presents estimates of Intent-to-Treat (ITT) effects from offering access to the mindfulness
meditation app, as well as additional usage incentives, on the share of participants reporting various levels of
mental illness two and four weeks after randomization, using Equation 3. Anxiety is measured using the GAD-7
scale, where scores range from 0 (no symptoms) to 21 (every symptom is severe). Depression is measured using
PHQ-8, where scores range from 0 (no symptoms) to 24 (every symptom is severe). With both metrics, scores
above the cutoff of 5, 10 and 15 points are used in clinical practice to screen mild, moderate and severe anxiety
and depression.
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Table B.6: Effects of App Access, Immediate Meditation Incentives, and Stressful Task on Other Measures of Performance in the Proof-
reading Task

True Errors Found False Positives Hourly Earnings
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

App Access 0.232 0.306 0.328 0.356 −0.012 −0.048 −0.018 −0.016 0.447 0.642 0.297 0.779
(S.E.) (0.103) (0.119) (0.141) (0.171) (0.031) (0.035) (0.042) (0.050) (0.475) (0.575) (0.709) (0.888)

App x Immediate Meditation −0.148 −0.057 0.072 −0.005 −0.390 −0.958
(S.E.) (0.123) (0.166) (0.038) (0.048) (0.638) (0.946)

Stressful Task −0.067 −0.067 0.001 0.001 −0.237 −0.235
(S.E.) (0.167) (0.167) (0.051) (0.051) (0.711) (0.712)

Stressful x App −0.192 −0.100 0.012 −0.065 0.302 −0.273
(S.E.) (0.207) (0.240) (0.063) (0.069) (0.953) (1.161)

Stressful x App x Immediate −0.185 0.156 1.145
(S.E.) (0.246) (0.075) (1.291)

Control Mean 14.756 14.756 14.830 14.830 0.291 0.291 0.274 0.274 30.988 30.988 31.760 31.760
(S.D.) (2.681) (2.681) (2.576) (2.576) (0.801) (0.801) (0.794) (0.794) (13.449) (13.449) (14.299) (14.299)

N 2257 2257 2257 2257 2257 2257 2257 2257 2257 2257 2257 2257

Notes: This table complements Table 4 by presenting effects on other outcomes from the Proofreading task. True Errors Found is the number of correctly
identified mistakes in the proofread excerpts. False Positives is the number of correct words that a participant incorrectly flagged as errors. Hourly earnings
divides total earnings by time spent, and is reported in units of dollars per hour. Effects are estimated using Equations 4, 5, 6 and 7.
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Table B.7: Effects of App Access, Immediate Meditation Incentives, and Stressful Task on Risk Aversion Under Certainty and Uncertainty

Puncertainty Pcertainty

(1) (2) (3) (4) (5) (6) (7) (8)
App Access 0.490 0.826 2.365 1.938 0.825 1.358 1.483 1.828

(S.E.) (0.698) (0.827) (0.990) (1.151) (0.858) (1.030) (1.221) (1.459)

App x Immediate Meditation −0.673 0.851 −1.067 −0.686
(S.E.) (0.923) (1.251) (1.111) (1.567)

Stressful Task 2.380 2.380 0.730 0.730
(S.E.) (1.042) (1.043) (1.307) (1.308)

Stressful x App −3.767 −2.230 −1.321 −0.942
(S.E.) (1.392) (1.650) (1.716) (2.059)

Stressful x App x Immediate −3.095 −0.774
(S.E.) (1.843) (2.223)

Control Mean 72.047 72.047 70.887 70.887 58.409 58.409 58.089 58.089
(S.D.) (15.995) (15.995) (16.531) (16.531) (19.768) (19.768) (20.091) (20.091)

N 2249 2249 2249 2249 2252 2252 2252 2252

Notes: This table complements Table 6 and presents the effect of the Stressful Task on the two outcomes directly estimated in the Risk Choices module.
Effects are estimated using Equations 4, 5, 6 and 7.

• Puncertainty is the probability that makes a participant indifferent between a lottery that pays $30 with probability Puncertainty and $0 otherwise, and a
lottery paying $10 or $30 with equal probability.

• Pcertainty is the probability that makes a participant indifferent between a lottery that pays $30 with probability Pcertainty and $0 otherwise.
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Table B.8: Impacts of App Access and Immediate Meditation Incentives on Avoidance of Low
Probability Losses and Unpleasant Information

Avoid Loss Avoid Unpleasant Info
(1) (2) (3) (4)

App Access 0.036 0.011 −0.002 −0.021
(S.E.) (0.020) (0.024) (0.014) (0.017)

App x Immediate Meditation 0.050 0.038
(S.E.) (0.026) (0.019)

Control Mean 0.319 0.319 0.454 0.454
(S.D.) (0.466) (0.466) (0.335) (0.335)

N 2257 2257 2257 2257

Notes: This table presents the effect from offering app access and incentives to meditate immediately before the
survey on the propensity to avoid small probability losses and potentially unpleasant information, two decisions
where behavior may vary if individuals become more or less emotionally sensitive. Effects are estimated using
Equations 4 and 5.

• “Avoid Loss” is a dummy for refusing to take a lottery that pays $1 with probability 0.99 and loses $10 with
probability 0.01, where the loss is made visually salient.

• “Unpleasant Real Info” is the mean of four dummies for avoiding pieces of potentially unpleasant but useful
information, while “Neutral Info” is a dummy for not selecting the decision-relevant, emotionally neutral
information in the information selection and stock purchasing game. Both outcomes are described in B.2.
We show effects on each individual dummy in Table B.9.
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Table B.9: Effects of App Access and Immediate Meditation Incentives on Avoidance of Useful Information

Avoid Unpleasant Info Avoid Neutral Info

Life Expectancy Risk Factors of Dementia Risk of Job Automation Financial Risk in Retirement Signal in Lottery
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

App Access 0.018 0.021 −0.019 −0.037 −0.013 −0.032 0.008 −0.033 0.038 0.021
(S.E.) (0.020) (0.024) (0.020) (0.023) (0.021) (0.025) (0.021) (0.025) (0.020) (0.023)

App x Immediate Meditation −0.005 0.037 0.039 0.081 0.033
(S.E.) (0.026) (0.025) (0.027) (0.027) (0.026)

Control Mean 0.319 0.319 0.328 0.328 0.595 0.595 0.576 0.576 0.294 0.294
(S.D.) (0.466) (0.466) (0.470) (0.470) (0.491) (0.491) (0.494) (0.494) (0.456) (0.456)

N 2257 2257 2257 2257 2257 2257 2257 2257 2257 2257

Notes: This table details the treatment effects of offering access to the app and incentives to use it immediately before the experimental decision-making
session, on the avoidance of various pieces of useful information.
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Table B.10: Five Facet Mindfulness Questionnaire

Total Observing Describing Acting with Awareness Non-judgment Non-reactivity
(1) (2) (3) (4) (5) (6)

App Access 2.912 0.685 0.451 0.553 0.719 0.515
(S.E.) (0.440) (0.139) (0.120) (0.117) (0.109) (0.102)

Any Usage Incentive 0.324 −0.066 0.049 0.128 0.122 0.098
(S.E.) (0.225) (0.082) (0.132) (0.077) (0.088) (0.108)

Long Incentive −0.395 0.013 −0.002 −0.122 −0.155 −0.123
(S.E.) (0.392) (0.108) (0.149) (0.092) (0.086) (0.158)

N 2330 2330 2330 2330 2330 2330

Notes: This table presents effects on mindfulness, as measured by the Five Facet Mindfulness Questionnaire. The
regressions use a modified version of Equation 3, introducing an additional dummy for receiving Long Incentives.
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Table B.11: Willingness to Pay

Baseline 4 Days 7 Days 11 Days 30 Days
(1) (2) (3) (4) (5)

Cash Transfer −0.53 2.33 2.71 2.38 1.31
(S.E.) (1.10) (1.25) (1.33) (1.35) (1.55)

App Access 0.08 4.11 3.03 2.46 0.42
(S.E.) (1.08) (1.32) (1.43) (1.46) (1.70)

Any Usage Incentive 0.27 −0.01 1.51 1.08 0.08
(S.E.) (0.92) (1.17) (1.27) (1.34) (1.53)

Waitlist Mean 49.06 49.13 49.00 49.20 49.19
(S.D.) (29.86) (30.42) (30.33) (30.56) (31.02)

Sample Size 2384 2260 2140 2189 2310

Notes: This table presents intent-to-treat effects of offering a cash transfer, access to the mindfulness meditation
app, and usage incentives on willingness to pay for a three-month extension of app access. The estimating
equation is Equation B.5. Participants report willingness to pay on a scale from 0 to 100 U.S. dollars, as part of
a probabilistic Becker-Degroot-Marschak elicitation.

Table B.12: Subjective ATE

Time After Randomization

Baseline Mean 4 Days 7 Days 11 Days 30 Days
(1) (2) (3) (4) (5)

Cash Transfer −0.02 0.02 −0.06 −0.10 −0.13
(S.E.) (0.13) (0.13) (0.14) (0.13) (0.13)

App Access 0.09 0.15 0.13 −0.03 −0.28
(S.E.) (0.14) (0.13) (0.14) (0.13) (0.13)

Any Usage Incentive 0.08 0.01 −0.08 0.04 0.05
(S.E.) (0.11) (0.11) (0.12) (0.12) (0.12)

Waitlist Mean 3.63 3.58 3.58 3.61 3.66
(S.D.) (2.21) (2.12) (2.24) (2.02) (2.08)

Sample Size 2384 2289 2131 2185 2309

Notes: This table presents intent-to-treat effects of offering a cash transfer, access to the mindfulness meditation
app, and usage incentives on participants’ predictions about the average treatment effect in the study. The
estimating equation is Equation B.5. See Section B.5.2 for more details on the elicitation.
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Table B.13: Ease of Meditating

4 Days 7 Days 11 Days 30 Days
(1) (2) (3) (4)

A. Ease of Finding Time and Space to Meditate
Any Incentive 0.505 0.469 0.663 0.481

(S.E.) (0.159) (0.177) (0.177) (0.188)
Long Incentive −0.065 −0.150 −0.550 −0.412

(S.E.) (0.162) (0.170) (0.174) (0.185)

App Access Only Mean 4.70 4.92 4.91 5.01
(S.D.) (2.11) (2.07) (2.07) (2.43)

Sample Size 1098 825 816 956

B. Easy or Very Easy to Focus on Meditation
Any Incentive 0.045 0.089 0.062 0.053

(S.E.) (0.032) (0.033) (0.032) (0.030)
Long Incentive 0.014 −0.019 0.002 −0.012

(S.E.) (0.032) (0.032) (0.032) (0.030)

App Access Only Mean 0.60 0.62 0.63 0.67
(S.D.) (0.49) (0.49) (0.48) (0.47)

Sample Size 1352 1237 1264 1367

Notes: This table presents intent-to-treat effects of offering usage incentives on self-reported ease of meditating.
We attempt to collect responses only from the 1,429 participants in the treatment group. The estimating equation
is B.6. In Panel A, the outcome comes from answers to the question “In your experience so far, how easy or difficult
is it to find a good time and space to meditate?”, measured on a scale from 0 (“very difficult”) to 10 (“very easy”).
We treat this as an integer between 0 and 10. In Panel B, the outcome is the share of participants who responded
that it was “very easy” or “somewhat easy” to focus on meditating for 10 minutes without quitting, given the right
time and space. The other options were “very difficult” “somewhat difficult”, and “I don’t know—I have not been
meditating”. See Section B.5.2 for more details on the elicitation.
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Table B.14: Effect of Any App Usage on Key Outcomes

Two Weeks Four Weeks Three-Four Months
Index Index Proofreading Anxiety
(1) (2) (3) (4)

A. App Access (Pooled)
Any App Usage -0.405 -0.450 0.009 -0.258

(S.E.) (0.025) (0.026) (0.005) (0.041)
[95% AR Interval] [-0.554, -0.404] [-0.604, -0.437] [-0.003, 0.029] [-0.748, -0.313]

B. App Access Only
Any App Usage -0.391 -0.444 0.013 -0.214

(S.E.) (0.037) (0.039) (0.007) (0.048)
[95% AR Interval] [-0.538, -0.377] [-0.597, -0.430] [-0.001, 0.032] [-0.782, -0.307]

C. Short Incentives
Any App Usage -0.456 -0.487 0.007 -0.241

(S.E.) (0.035) (0.037) (0.007) (0.048)
[95% AR Interval] [-0.576, -0.432] [-0.610, -0.455] [-0.004, 0.026] [-0.718, -0.309]

D. Long Incentives
Any App Usage -0.438 -0.486 0.006 -0.260

(S.E.) (0.035) (0.036) (0.007) (0.048)
[95% AR Interval] [-0.542, -0.402] [-0.590, -0.439] [-0.003, 0.028] [-0.748, -0.338]

E. Supplementary Information
Sargan-Hansen Overidentification Test
J-statistic 0.99 0.18 0.16 0.11
p value 0.609 0.916 0.921 0.944
First-Stage F
Pooled 2345 2774 2431 227
App Access Only 4014 5209 4225 233
Short Incentives 8783 9568 9022 322
Long Incentives 10220 10923 10389 318
Sample Size
Pooled 2330 2311 2257 2009
App Access Only 1408 1398 1373 1213
Short Incentives 1400 1389 1366 1213
Long Incentives 1408 1396 1368 1207

Notes: This table presents estimates of the Local Average Treatment Effect (LATE) of using the app at all on
key outcomes. The endogenous variable is an indicator for completing at least one meditation session on the
app before taking a given followup survey. The estimating equations are B.4 for the first stage and B.3 for the
second stage. Panel A presents estimates that instrument for app usage with all three treatment arms. Panels
B, C, and D focus on the LATE for each treatment arm separately. Each panel provides a point-estimate, a
heteroskedasticity-robust standard error, and a pre-specified 95% confidence interval from the Anderson-Rubin
procedure for robustness to weak instruments. Panel E presents additional information useful for interpreting
two-stage least squares regressions. First, it provides a Sargan-Hansen overidentification test for Panel A, which
roughly corresponds to testing whether every instrument implies the same LATE. Observing a large J-statistic
(or small p-value) implies that the AR confidence interval in Panel A is likely unreliable. Panel E also provides
the first-stage F statistic and number of observations for the regressions in panels A through D.
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Table B.15: Effect of Days Meditated on Key Outcomes

Two Weeks Four Weeks Three-Four Months
Index Index Proofreading Anxiety
(1) (2) (3) (4)

A. App Access (Pooled)
Days Per Week -0.295 -0.196 0.008 -0.055

(S.E.) (0.018) (0.012) (0.003) (0.007)
[95% AR Interval] ∅ [-0.337, -0.304] [-0.003, 0.024] [-0.200, -0.083]

B. App Access Only
Days Per Week -0.330 -0.210 0.005 -0.051

(S.E.) (0.031) (0.020) (0.006) (0.012)
[95% AR Interval] [-0.574, -0.402] [-0.426, -0.304] [-0.001, 0.033] [-0.205, -0.080]

C. Short Incentives
Days Per Week -0.359 -0.249 0.010 -0.077

(S.E.) (0.029) (0.019) (0.005) (0.009)
[95% AR Interval] [-0.539, -0.404] [-0.400, -0.297] [-0.004, 0.024] [-0.204, -0.088]

D. Long Incentives
Days Per Week -0.306 -0.217 0.006 -0.060

(S.E.) (0.023) (0.016) (0.005) (0.011)
[95% AR Interval] [-0.430, -0.320] [-0.332, -0.246] [-0.002, 0.021] [-0.187, -0.084]

E. Supplementary Information
Sargan-Hansen Overidentification Test
J-statistic 9.21 7.09 0.55 0.10
p value 0.010 0.029 0.759 0.951
First-Stage F
Pooled 727 542 721 108
App Access Only 1218 1002 1195 186
Short Incentives 2371 1709 2261 245
Long Incentives 2623 2068 2709 335
Sample Size
Pooled 2330 2311 2257 2009
App Access Only 1408 1398 1373 1213
Short Incentives 1400 1389 1366 1213
Long Incentives 1408 1396 1368 1207

Notes: This table presents estimates of the Local Average Treatment Effect (LATE) of days using the app on key
outcomes. The endogenous variable is the number of days on which a participant completed a meditation session
on the app, counting only sessions that took place before the survey in question. The estimating equations are B.4
for the first stage and B.3 for the second stage. Panel A presents estimates that instrument for app usage with
all three treatment arms. Panels B, C, and D focus on the LATE for each treatment arm separately. Each panel
provides a point-estimate, a heteroskedasticity-robust standard error, and a pre-specified 95% confidence interval
from the Anderson-Rubin procedure for robustness to weak instruments. Panel E presents additional information
useful for interpreting two-stage least squares regressions. First, it provides a Sargan-Hansen overidentification test
for Panel A, which roughly corresponds to testing whether every instrument implies the same LATE. Observing
a large J-statistic (or small p-value) implies that the AR confidence interval in Panel A is likely unreliable. Panel
E also provides the first-stage F statistic and number of observations for the regressions in panels A through D.
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Table B.16: Effect of 10 Minutes of Meditation on Key Outcomes

Two Weeks Four Weeks Three-Four Months
Index Index Proofreading Anxiety
(1) (2) (3) (4)

A. App Access (Pooled)
10 Minutes Per Day -0.002 -0.002 0.000 -0.002

(S.E.) (0.000) (0.000) (0.000) (0.000)
[95% AR Interval] ∅ [-0.009, -0.007] [0.000, 0.000] [-0.014, -0.005]

B. App Access Only
10 Minutes Per Day -0.002 -0.003 0.000 -0.001

(S.E.) (0.000) (0.000) (0.000) (0.000)
[95% AR Interval] [-0.009, -0.006] [-0.011, -0.008] [0.000, 0.001] [-0.013, -0.005]

C. Short Incentives
10 Minutes Per Day -0.003 -0.003 0.000 -0.002

(S.E.) (0.000) (0.000) (0.000) (0.000)
[95% AR Interval] [-0.008, -0.006] [-0.010, -0.007] [0.000, 0.000] [-0.013, -0.005]

D. Long Incentives
10 Minutes Per Day -0.003 -0.004 0.000 -0.002

(S.E.) (0.000) (0.000) (0.000) (0.000)
[95% AR Interval] [-0.006, -0.004] [-0.008, -0.006] [0.000, 0.000] [-0.014, -0.006]

E. Supplementary Information
Sargan-Hansen Overidentification Test
J-statistic 8.61 5.73 0.66 0.11
p value 0.014 0.057 0.720 0.945
First-Stage F
Pooled 213 178 209 37
App Access Only 282 322 276 76
Short Incentives 773 575 749 95
Long Incentives 876 676 873 111
Sample Size
Pooled 2330 2311 2257 2009
App Access Only 1408 1398 1373 1213
Short Incentives 1400 1389 1366 1213
Long Incentives 1408 1396 1368 1207

Notes: This table presents estimates of the Local Average Treatment Effect (LATE) of minutes using the app on
key outcomes. The endogenous variable is the number of minutes meditated using the app, counting only sessions
that took place before the survey in question. We divide the number of minutes by 10, which is the length of the
typical introductory meditation session on the app. The estimating equations are B.4 for the first stage and B.3
for the second stage. Panel A presents estimates that instrument for app usage with all three treatment arms.
Panels B, C, and D focus on the LATE for each treatment arm separately. Each panel provides a point-estimate,
a heteroskedasticity-robust standard error, and a pre-specified 95% confidence interval from the Anderson-Rubin
procedure for robustness to weak instruments. Panel E presents additional information useful for interpreting
two-stage least squares regressions. First, it provides a Sargan-Hansen overidentification test for Panel A, which
roughly corresponds to testing whether every instrument implies the same LATE. Observing a large J-statistic
(or small p-value) implies that the AR confidence interval in Panel A is likely unreliable. Panel E also provides
the first-stage F statistic and number of observations for the regressions in panels A through D.
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Table B.17: Multiple Hypothesis Testing

Family Subfamily Claim Unadjusted p-value Adjusted p-value (Subfamily) Adjusted p-value (Family) Adjusted p-value (Overall)
(1) (2) (3) (4)

Habit formation Usage after incentives short incentives 0.611 0.667 0.667 0.984
long incentives 0.454 0.667 0.667 0.984

Mental health ITT effect of app 2 week index <0.001 <0.001 <0.001 <0.001

4 week index <0.001 <0.001 <0.001 <0.001
3-4 month anxiety <0.001 <0.001 <0.001 <0.001

Added effect of incentives 2 week index 0.042 0.108 0.108 0.344
4 week index 0.242 0.400 0.400 0.912

3-4 month anxiety 0.636 0.640 0.640 0.984

Productivity ITT effect of app proofreading score 0.003 0.009 0.021 0.034
proofreading wage 0.337 0.671 0.859 0.961

Stroop score 0.592 0.786 0.916 0.984
Stroop time taken 0.952 0.958 0.958 0.984

Emotional interference certainty premium 0.019 0.066 0.120 0.190

proofreading score 0.537 0.741 0.916 0.984

proofreading wage 0.190 0.446 0.687 0.859

Notes: Multiple testing corrections using the Romano and Wolf (2016) and 1,999 bootstrap draws to control the familywise error rate (i.e., the probability of
falsely rejecting at least one “true” null hypothesis). We perform resampling within strata and treatment groups, so that each resampled dataset contains the
same number of respondents in each treatment arm and stratum as in the original dataset.
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